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a b s t r a c t

In this work, we are concerned with the derivation of full asymptotic expansions for Fou-
rier integrals

R b
a f ðxÞe�isx dx as s ?1, where s is real positive, [a,b] is a finite interval, and

the functions f(x) may have different types of algebraic and logarithmic singularities at
x = a and x = b. This problem has been treated in the literature by techniques involving neu-
tralizers and Mellin transforms. Here, we derive the relevant asymptotic expansions by a
method that employs simpler and less sophisticated tools.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

In this work, we are concerned with the derivation of full asymptotic expansions, as s ?1, for the Fourier integrals
F½f ;�s� ¼
Z b

a
f ðxÞe�isx dx; ½a; b� finite; s > 0; ð1:1Þ
when the function f(x) has arbitrary algebraic and logarithmic singularities at the endpoints x = a and/or x = b. Specifically,
we assume that f(x) has the following properties:

1. f 2 C1(a,b) and has the asymptotic expansions
f ðxÞ �
X1
j¼0

Ujðlogðx� aÞÞðx� aÞcj as x! aþ;

f ðxÞ �
X1
j¼0

Vjðlogðb� xÞÞðb� xÞdj as x! b�;
ð1:2Þ

where Uj(y) and Vj(y) are some polynomials in y, and cj and dj are in general complex and satisfy

cj – � 1;�2; . . . ; Rc0 6 Rc1 6 Rc2 6 � � � ; lim
j!1

Rcj ¼ þ1;

dj – � 1;�2; . . . ; Rd0 6 Rd1 6 Rd2 6 � � � ; lim
j!1

Rdj ¼ þ1:
ð1:3Þ

Here, Rz stands for the real part of z.
2. If we let pj = deg(Uj) and qj = deg(Vj) for each j, then cj and dj are ordered such that
pj P pjþ1 if Rcjþ1 ¼ Rcj; qj P qjþ1 if Rdjþ1 ¼ Rdj: ð1:4Þ
. All rights reserved.
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3. By (1.2), we mean that, for each m = 1,2,. . .,
f ðxÞ �
Xm�1

j¼0

Ujðlogðx� aÞÞðx� aÞcj ¼ OðUmðlogðx� aÞÞðx� aÞcm Þ as x! aþ;

f ðxÞ �
Xm�1

s¼0

Vjðlogðb� xÞÞðb� xÞdj ¼ OðVmðlogðb� xÞÞðb� xÞdm Þ as x! b� :
ð1:5Þ

This is consistent with (1.3).
4. For each k = 1,2, . . ., the kth derivative of f(x) [f(k)(x)] also has asymptotic expansions as x ? a+ and x ? b� that are

obtained by differentiating those in (1.2) term by term.

Remark. Note that if
f ðxÞ ¼ ðx� aÞc½logðx� aÞ�pgaðxÞ ¼ ðb� xÞd½logðb� xÞ�qgbðxÞ;
where p and q are nonnegative integers, ga, gb 2 C1[a,b], and ga(x) and gb(x) have full Taylor series about x = a and x = b,
respectively, then f(x) is as in (1.2)–(1.5) with
ðcj ¼ cþ j; pj ¼ pÞ and ðdj ¼ dþ j; qj ¼ qÞ; j ¼ 0;1; . . . :
The following are consequences of (1.3):

(i) There are only a finite number of cj and only a finite number of dj having the same real parts; consequently, Rcj < Rcjþ1

and Rdj0 < Rdj0þ1 for infinitely many values of the indices j and j0.
(ii) The sequences fðx� aÞcjg1j¼0 and fðb� xÞdjg1j¼0 are asymptotic scales as x ? a+ and x ? b�, respectively, in the following

sense: For each s = 0,1, . . .,
lim
x!aþ

ðx� aÞcjþ1

ðx� aÞcj

����
���� ¼ 1 if Rcj ¼ Rcjþ1;

0 if Rcj < Rcjþ1;

(

lim
x!b�

ðb� xÞdjþ1

ðb� xÞdj

�����
����� ¼ 1 if Rdj ¼ Rdjþ1;

0 if Rdj < Rdjþ1:

�

(iii) The integral
R b

a f ðxÞe�isx dx exists in the ordinary sense provided Rc0 > �1 and Rd0 > �1. Otherwise, it exists as an
Hadamard finite part integral.

Asymptotic expansions for the integrals F½f ;�s� ¼
R b

a f ðxÞe�isx dx and others that have general oscillatory kernels have
been derived in Bleistein and Handelsman [2, Sections 3.4, 6.3, and 6.4] by using a technique that involves neutralizers
and Mellin transforms. In this work, we derive these expansions by using a method that employs simpler and less
sophisticated tools; in fact, what is needed most is basic knowledge of asymptotic expansions. In the next section,
we state the main results that contain the full asymptotic expansions for the integral F[f; ± s] as s ?1, when f(x)
is as described above. In Sections 3 and 4, we provide the proofs of these results. The asymptotic expansions of
F[f; ± s] are expressed in simplest terms based only on the asymptotic expansions in (1.2). In Section 5, we provide
some examples.

The leading terms in the asymptotic expansions derived here can also be obtained by using the method of stationary
phase. For this method, see Olver [3] and Bender and Orszag [1], for example.

Before we end this section, we would like to comment very briefly on the proof technique that we use in this work. We
split the integral

R b
a into two:

R r
a and

R b
r , for some r 2 (a,b). Of course, under the conditions imposed in the first paragraph of

this section, f(x) is infinitely smooth in a neighborhood of x = r. We obtain the asymptotic expansions for both of these inte-
grals and show that the first contains contributions from x = a and x = r, while the second contains contributions from x = r
and x = b. It turns out that the two contributions from x = r cancel each other out completely, the end result being that the
asymptotic expansion of F(f; ± s) has contributions from x = a and x = b only.

2. Main results

We now state theorems on asymptotic expansion for the integral
R b

a f ðtÞe�isx dx as s ?1, whether this integral converges
and exists in the ordinary sense or diverges and is defined in the sense of Hadamard finite part. Theorem 2.1 concerns the
special case of (1.2) in which Uj(y) and Vj(y) are constant polynomials. This case is of importance by itself. Theorem 2.2 covers
the general case in which Uj(y) and Vj(y) are arbitrary polynomials.

Theorem 2.1. Let f(x) be as in the first paragraph of Section 1, such that Uj(y) and Vj(y) are constant polynomials. That is, f(x) has
asymptotic expansions of the form
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f ðxÞ �
X1
j¼0

cjðx� aÞcj as x! aþ;

f ðxÞ �
X1
j¼0

djðb� xÞdj as x! b�;
ð2:1Þ
where cj and dj are some nonzero constants. Let w = ±is with s > 0. Then
Z b

a
f ðxÞewx dx � ewa

X1
j¼0

cj
Cðcj þ 1Þ
ð�wÞcjþ1 þ ewb

X1
j¼0

dj
Cðdj þ 1Þ

wdjþ1 as s!1: ð2:2Þ
Theorem 2.2. Let f(x) be as in the first paragraph of Section 1, with UjðyÞ ¼
Ppj

i¼0ujiyi and VjðyÞ ¼
Pqj

i¼0v jiyi, where uji and vji are
constants, and let w = ±is with s > 0. Denote d

dx by Dx. For an arbitrary polynomial SðyÞ ¼
Pk

i¼0eiyi and an arbitrary function g that
depends on x, define also
SðDxÞg ¼
Xk

ei½Di
xg� ¼

Xk

ei
dig
dxi

:

i¼0 i¼0

Then
 Z b

a
f ðxÞewx dx � ewa

X1
j¼0

UjðDcj
Þ

Cðcj þ 1Þ
ð�wÞcjþ1

" #
þ ewb

X1
j¼0

VjðDdj
Þ Cðdj þ 1Þ

wdjþ1

� �
as s!1: ð2:3Þ
Remarks

1. In case f 2 C1[a,b], we have cj = dj = j and cj = f(j)(a)/j!, dj = (�1)jf(j)(b)/j!,j = 0,1,. . ., in (2.2). This result can also be obtained
by repeated integration by parts of

R b
a f ðxÞewx dx. See, Wong [4, Chapter 1], for example.

2. For (2.2) to be a genuine asymptotic expansion, it is necessary (but not sufficient) that the sequences fw�cj�1g1j¼0 and
fw�dj�1g1j¼0 be asymptotic scales, and this is indeed the case.

3. For (2.3) to be a genuine asymptotic expansion, it is necessary (but not sufficient) that the sequences fUjðDcj
Þ½Cðcj þ 1Þ=

ð�wÞcjþ1�g1j¼0 and fVjðDdj
Þ½Cðdj þ 1Þ=wdjþ1�g1j¼0 be asymptotic scales, and this is also the case. To see that this is true, it is

enough to observe that now
UjðDcj
Þ

Cðcj þ 1Þ
ð�wÞcjþ1

" #
¼ 1

ð�wÞcjþ1 � ða polynomial in log w of degree pjÞ;

and

VjðDdj
Þ Cðdj þ 1Þ

wdjþ1

� �
¼ 1

wdjþ1 � ða polynomial in log w of degree qjÞ:

4. It is understood that, in both theorems, zu is defined as follows: with z = jzjeih, jhj < p, and u = l + im, we have
zu ¼ ðjzjle�mhÞeiðlhþm logjzjÞ.

5. Of course, Theorems 2.1 and 2.2 can also be applied to the integrals
R B

A f ðxÞewx dx, where f(x) and/or its derivatives have
singularities at one or more points in (A,B). For this, we subdivide the interval [A,B] into several subintervals appropri-
ately to ensure that f(x) is infinitely differentiable in each of these (open) subintervals and may be singular at the end-
points only, and apply the theorems in each of these subintervals.

3. Proof of Theorem 2.1

3.1. Preliminaries

The following lemma will be used in the proof of Theorem 2.1.

Lemma 3.1. Let a be a complex number different from �1,�2, . . ., and let n > 0 and s > 0. Then, with w = ±is, we have
Z n

0
taewt dt ¼ Cðaþ 1Þ

ð�wÞaþ1 þ ewn
Xm�1

k¼0

ð�1Þk ½a�kn
a�k

wkþ1 � ð�1Þm ½a�m
wm

Z 1

n
ta�mewt dt; m > Ra; ð3:1Þ
and the asymptotic expansion
Z n

0
taewt dt � Cðaþ 1Þ

ð�wÞaþ1 þ ewn
X1
k¼0

ð�1Þk ½a�kn
a�k

wkþ1 as s!1; ð3:2Þ
where [a]0 = 1 and ½a�k ¼
Qk�1

i¼0 ða� iÞ for k = 1,2, . . .. In case of divergence, that is, in case Ra 6 �1, the integral
R n

0 taewt dt is de-
fined in the sense of Hadamard finite part.
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Proof. To begin, we assume that �1 < Ra < 0, so that the integral
R n

0 taewt dt exists in the ordinary sense for all w and is an
analytic function of a. In addition, we can also write
Z n

0
taewt dt ¼

Z 1

0
taewt dt �

Z 1

n
taewt dt; ð3:3Þ
because both
R1

0 taewt dt and
R1

n taewt dt exist in the ordinary sense when �1 < Ra < 0. We compute the first of these inte-
grals by rotating the contour of integration (that is the positive real axis in the t-plane) by 90� when w = is and by �90� when
w = �is. We obtain
Z 1

0
taewt dt ¼ ð�iÞaþ1

Z 1

0
sae�st dt ¼ ð� iÞaþ1 Cðaþ 1Þ

saþ1 ¼ Cðaþ 1Þ
ð�wÞaþ1 : ð3:4Þ
By repeated integration by parts, the second integral becomes
Z 1

n
taewt dt ¼ �ewn

Xm�1

k¼0

ð�1Þk ½a�kn
a�k

wkþ1 þ ð�1Þm ½a�m
wm

Z 1

n
ta�mewt dt: ð3:5Þ
Thus, combining (3.4) and (3.5) in (3.3), we obtain (3.1).
The right-hand side of (3.1) is analytic for a 2 S1 ¼ fa : Ra < mg and has simple poles [those of C(a + 1)] at a = �1,�2, . . .,

while the left-hand side is analytic fora 2 S2 ¼ fa : Ra > �1g. Because S1 \ S2 – ;, and because m can be chosen arbitrarily large,
the right-hand side of (3.1) is the analytic continuation of the left-hand side, as a function of a, to the whole a-plane. In addition,
Z 1

n
ta�mewt dt

����
���� 6 nRa�mþ1

m�Ra� 1
; if m > Raþ 1; ð3:6Þ
independently of w. From (3.1) and (3.6), we thus have that the last term on the right-hand side of (3.1) is O(w�m) as s ?1.
From this and from the fact that m is an arbitrary integer, the result in (3.2) follows. It is also easy to see that, in case
Ra 6 �1, the right-hand side of (3.1) is indeed the Hadamard finite part of

R n
0 taewt dt. h
Remark. That the integral
R n

0 taewt dt can be continued to a meromorphic function of a can also be shown as follows: Expand-
ing ewt in powers of t, and integrating term by term, we obtain
Z n

0
taewt dt ¼

X1
k¼0

wk

k!

naþkþ1

aþ kþ 1
: ð3:7Þ
Because it converges absolutely and uniformly in a, the infinite series in (3.7) represents a function that is meromorphic in
the a-plane with simple poles at a = �1,�2, . . .. Thus, the right-hand side of (3.7) is the analytic continuation of

R n
0 taewt dt to

the whole a-plane, with a = �1,�2, . . ., removed; it is also the Hadamard finite part of it when Ra 6 �1 but a – �1,�2, . . ..
3.2. The proof

Let us write the integral
R b

a f ðxÞewx dx as a sum of two integrals as in
Z b

a
f ðxÞewx dx ¼ I½a;r� þ I½r;b�; ð3:8Þ
where Z Z

I½a;r� ¼

r

a
f ðxÞewx dx; I½r;b� ¼

b

r
f ðxÞewx dx; a < r < b: ð3:9Þ
Next, choose a positive integer m such that Rcm > 0 and Rdm > 0, and set
jm ¼minfdRcm � 1e; dRdm � 1eg: ð3:10Þ
Such an integer m exists because limj!1Rcj ¼ 1 and limj!1Rdj ¼ 1 by (1.3).
We now proceed to the proof of Theorem 2.1. We shall give all the details of this proof.
We first treat I[a,r]. Making the substitution t = x � a and n = r � a, we have
I½a;r� ¼ ewa
Z n

0
f ðaþ tÞewt dt: ð3:11Þ
Invoking (2.1), let us define
PmðtÞ ¼
Xm�1

j¼0

cjtcj ; EmðtÞ ¼ f ðaþ tÞ � PmðtÞ: ð3:12Þ
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Hence Z Z� �

I½a;r� ¼ ewa

n

0
PmðtÞewt dt þ

n

0
EmðtÞewt dt : ð3:13Þ
By (3.12) and (2.1) and our assumptions on f(x),
EðkÞm ðtÞ �
X1
j¼m

cj½cj�ktcj�k as t ! 0þ; k ¼ 0;1; . . . : ð3:14Þ
By (3.14) and (3.10), we have
EðkÞm ð0Þ ¼ 0; k ¼ 0;1; . . . ;jm: ð3:15Þ
Therefore, Em(t) is in Cjm ½0; n�. Consequently, by integration by parts, we obtain
Z n

0
EmðtÞewt dt ¼ ewn

Xjm�1

k¼0

ð�1Þk EðkÞm ðnÞ
wkþ1 þ

ð�1Þjm

wjm

Z n

0
EðjmÞ

m ðtÞewt dt; ð3:16Þ
and, because EðjmÞ
m ðtÞ is continuous on [0,n],
Z n

0
EðjmÞ

m ðtÞewt dt ¼ oð1Þ as s!1; ð3:17Þ
by the Riemann–Lebesgue lemma. Therefore,
ewa
Z n

0
EmðtÞewt dt ¼ ewr

Xjm�1

k¼0

ð�1Þk EðkÞm ðnÞ
wkþ1 þ oðs�jm Þ as s!1: ð3:18Þ
By Lemma 3.1,
ewa
Z n

0
PmðtÞewt dt ¼ ewa

Xm�1

j¼0

cj

Z n

0
tcj ewt dt ¼ ewa

Xm�1

j¼0

cj
Cðcj þ 1Þ
ð�wÞcjþ1 þ ewr

Xm�1

j¼0

cj

Xjm�1

k¼0

ð�1Þk
½cj�kn

cj�k

wkþ1 þ Oðs�jm Þ
" #

¼ ewa
Xm�1

j¼0

cj
Cðcj þ 1Þ
ð�wÞcjþ1 þ ewr

Xjm�1

k¼0

ð�1Þk PðkÞm ðnÞ
wkþ1 þ Oðs�jm Þ as s!1: ð3:19Þ
Here we have made use of the fact that
Xm�1

j¼0

cj½cj�kn
cj�k ¼

Xm�1

j¼0

cj
dk

dnk
ncj ¼ dk

dnk

Xm�1

j¼0

cjn
cj ¼ PðkÞm ðnÞ:
Substituting now (3.18) and (3.19) in (3.13), and noting that EðkÞm ðnÞ þ PðkÞm ðnÞ ¼ f ðkÞðrÞ; k ¼ 0;1; . . ., by (3.12), we obtain
I½a;r� ¼ ewa
Xm�1

j¼0

cj
Cðcj þ 1Þ
ð�wÞcjþ1 þ ewr

Xjm�1

k¼0

ð�1Þk f ðkÞðrÞ
wkþ1 þ Oðs�jm Þ as s!1: ð3:20Þ
The treatment of I[r,b] follows directly from that of I[a,r]. We first rewrite I[r,b] as in
I½r;b� ¼
Z �r

�b
f ð�xÞe�wx dx: ð3:21Þ
Next, we note that, by (2.1),
f ð�xÞ �
X1
j¼0

djðxþ bÞdj as x! �b: ð3:22Þ
We can now apply the result in (3.20) with the substitutions a �b, r �r, f(x) f(�x), cj dj, cj dj, and w �w. We
obtain
I½r;b� ¼ ewb
Xm�1

j¼0

dj
Cðdj þ 1Þ

wdjþ1 þ ewr
Xjm�1

k¼0

f ðkÞðrÞ
ð�wÞkþ1 þ Oðs�jm Þ as s!1: ð3:23Þ
Substituting (3.20) and (3.23) in (3.8), and observing that the two summations involving the f(k)(r) cancel each other out
completely, we obtain
Z b

a
f ðxÞewx dx ¼ ewa

Xm�1

j¼0

cj
Cðcj þ 1Þ
ð�wÞcjþ1 þ ewb

Xm�1

j¼0

dj
Cðdj þ 1Þ

wdjþ1 þ Oðs�jm Þ as s!1: ð3:24Þ
The result in (2.2) follows by realizing that limm?1jm =1. This completes the proof of Theorem 2.1. h
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4. Proof of Theorem 2.2

4.1. Preliminaries

The following lemma will be used in the proof of Theorem 2.2.

Lemma 4.1. Let a be a complex number different from �1,�2, . . ., and let n > 0 and s > 0. Then, with w = ±is and p = 1,2, . . ., we
have " #
Z n

0
ðlog tÞptaewt dt ¼ dp

dap

Cðaþ 1Þ
ð�wÞaþ1 þ ewn

Xm�1

k¼0

ð�1Þk ½a�kn
a�k

wkþ1 � ð�1Þm ½a�m
wm

Z 1

n
ta�mewt dt ; m > Ra; ð4:1Þ
and the asymptotic expansion
Z n

0
ðlog tÞptaewt dt � dp

dap

Cðaþ 1Þ
ð�wÞaþ1

" #
þ ewn

X1
k¼0

ð�1Þk
@k

@nk ðlog nÞpna� �
wkþ1 as s!1; ð4:2Þ
where [a]0 = 1 and ½a�k ¼
Qk�1

i¼0 ða� iÞ for k = 1,2, . . .. In case of divergence, that is, in case Ra 6 �1, the integral
R n

0 ðlog tÞptaewt dt is
defined in the sense of Hadamard finite part.
Proof. To begin, we assume that �1 < Ra < 0, so that the integral
R n

0 ðlog tÞptaewt dt exists in the ordinary sense for all w and
is an analytic function of a. In addition,
Z n

0
ðlog tÞptaewt dt ¼

Z n

0

dp

dap
ta

� 	
ewt dt ¼ dp

dap

Z n

0
taewt dt:
From this, from Lemma 3.1, and from the fact that the right-hand side of (3.1) is the analytic continuation in a of
R n

0 taewt dt to
Ra < m, the result in (4.1) follows. The result in (4.2) can be shown to be true by observing that, in (4.1),
dp

dap
½a�kn

a�k

 �

¼ @p

@ap

@k

@nk
na

 !
¼ @k

@nk

@p

@ap
na

� 	
¼ @k

@nk
ðlog nÞpna� �
and that the last term there is Oðs�mÞ as s ?1 since
dp

dap ½a�m
Z 1

n
ta�mewt dt

� 	
¼
Xp

k¼0

p

k

� 	
dp�k

dap�k
½a�m

 !
dk

dak

Z 1

n
ta�mewtdt

 !

¼
Xp

k¼0

p

k

� 	
dp�k

dap�k
½a�m

 ! Z 1

n
ðlog tÞkta�mewtdt

� 	

¼ Oð1Þ as s!1; if m > Raþ 1:
This completes the proof of the lemma. h
4.2. The proof

The proof of Theorem 2.2 is achieved in exactly the same way as that of Theorem 2.1, with appropriate changes. We start
by defining I[a,r] and I[r,b] as in (3.8) and (3.9), and jm as in (3.10).

In the treatment of I[a,r], as before, we make the substitution t = x � a and n = r � a, and define
PmðtÞ ¼
Xm�1

j¼0

Ujðlog tÞtcj ; EmðtÞ ¼ f ðaþ tÞ � PmðtÞ: ð4:3Þ
After proceeding as in the preceding section, and using Lemma 4.1 this time, we obtain
I½a;r� ¼ ewa
Xm�1

j¼0

UjðDcj
Þ

Cðcj þ 1Þ
ð�wÞcjþ1

" #
þ ewr

Xjm�1

k¼0

ð�1Þk f ðkÞðrÞ
wkþ1 þ Oðs�jm Þ as s!1: ð4:4Þ
Applying (4.4) to I[r,b], with appropriate substitutions, as in the preceding section, we obtain
I½r;b� ¼ ewb
Xm�1

j¼0

VjðDdj
Þ Cðdj þ 1Þ

wdjþ1

� �
þ ewr

Xjm�1

k¼0

f ðkÞðrÞ
ð�wÞkþ1 þ Oðs�jm Þ as s!1: ð4:5Þ
Combining (4.4) and (4.5), we obtain
Z b

a
f ðxÞdx ¼ ewa

Xm�1

j¼0

UjðDcj
Þ

Cðcj þ 1Þ
ð�wÞcjþ1

" #
þ ewb

Xm�1

j¼0

VjðDdj
Þ Cðdj þ 1Þ

wdjþ1

� �
þ Oðs�jm Þ as s!1: ð4:6Þ
The result in (2.3) now follows from the fact that limm?1jm =1.
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5. Applications

Example 1. In case f(x) has no singularities on [a,b], we have cj = dj = j and cj = f(j)(a)/j!, dj = (�1)jf(j)(b)/j!,j = 0,1,. . .,. Hence
Theorem 2.1 gives the following known asymptotic expansion that can also be obtained by repeated integration by parts, as
already mentioned in Section 2:
Z b

a
f ðxÞewx dx �

X1
j¼0

ð�1Þj ebwf ðjÞðbÞ � eawf ðjÞðaÞ
wjþ1 as s!1; for w ¼ �is: ð5:1Þ
Example 2. In case f(x) = g(x)jx � rjr, where g 2 C1[a,b], a < r < b, and r is real and r – �1,�2, . . ., we can apply Theorem 2.1 to
the integrals

R r
a f ðxÞewx dx ¼

R r
a gðxÞðr � aÞrewx dx and

R b
r f ðxÞewx dx ¼

R b
r gðxÞðx� rÞrewx dx. After some manipulation, we obtain
Z b

a
f ðxÞewx dx �

X1
j¼0

ð�1Þj ebwf ðjÞðbÞ � eawf ðjÞðaÞ
wjþ1 � 2ie� irp=2 sinðrp=2Þerw

�
X1
j¼0

ð�1Þj gðjÞðrÞ
j!

Cðrþ jþ 1Þ
wrþjþ1 as s!1; for w ¼ �is: ð5:2Þ
Example 3. In case f(x) = g(x) log jx � rj, where g 2 C1[a,b] and a < r < b, we can apply Theorem 2.2 to the integralsR r
a f ðxÞewx dx and

R b
r f ðxÞewx dx. This amounts to differentiating in (5.2) the term involving ewr with respect to r, and setting

r = 0 following that. This gives
Z b

a
f ðxÞewx dx �

X1
j¼0

ð�1Þj ebwf ðjÞðbÞ � eawf ðjÞðaÞ
wjþ1 � iperw

X1
j¼0

ð�1Þj gðjÞðrÞ
wjþ1 as s!1; for w ¼ �is: ð5:3Þ
Example 4. Let f(x) be 2p-periodic on (�1,1) and infinitely differentiable there, except at the points x = r ± 2kp,
k = 0,1,2, . . ., where it has logarithmic singularities. Specifically, with 0 < r < 2p, assume that f(x) can be written as in
f ðxÞ ¼ h1ðxÞ þ h2ðxÞ; 0 6 x 6 2p; h1ðxÞ ¼ gðxÞ log jx� rj; g;h2 2 C1½0;2p�: ð5:4Þ
[Note that h1(x) and h2(x) are not periodic by themselves, but their sum is.] Assume that we are interested in the nth Fourier
coefficient of f(x), namely,
en ¼
Z 2p

0
f ðxÞeinx dx; n ¼ 0;�1;�2; . . . ; :
Applying (5.3) of the preceding example to the integral
R 2p

0 h1ðxÞewx dx; w ¼ �in, we have
Z 2p

0
h1ðxÞewx dx �

X1
j¼0

ð�1Þj hðjÞ1 ð2pÞ � hðjÞ1 ð0Þ
wjþ1 � iperw

X1
j¼0

ð�1Þj gðjÞðrÞ
wjþ1 as n!1: ð5:5Þ
Applying (5.1) in Example 1 to the integral
R 2p

0 h2ðxÞewx dx; w ¼ �in, we have
Z 2p

0
h2ðxÞewx dx �

X1
j¼0

ð�1Þj hðjÞ2 ð2pÞ � hðjÞ2 ð0Þ
wjþ1 as n!1: ð5:6Þ
Adding (5.6) to (5.5), and recalling that h1(x) + h2(x) = f(x) and that, being 2p-periodic, f(x) satisfies f(k)(0) = f(k)(2p), k = 0,1,. . .,
we obtain
e�n ¼
Z 2p

0
f ðxÞe�inx dx � �ipe�inr

X1
j¼0

ð�1Þj gðjÞðrÞ
ð�inÞjþ1 as n!1: ð5:7Þ
That is, due to 2p-periodicity of f(x) and its being infinitely differentiable at the points x = 0 and x = 2p, there are no contri-
butions from these points to the asymptotic expansions of e±n as n ? ±1. The only contribution comes from the point of
singularity.

An example of functions considered here is f ðxÞ ¼ uðxÞ log cj sin 1
2 ðx� rÞj

� 

, where 0 < r < 2p, u 2 C1(�1,1) and is 2p-

periodic, and c is some positive scalar. For this function,
h1ðxÞ ¼ uðxÞ log jx� rj; h2ðxÞ ¼ uðxÞ log c
sin 1

2 ðx� rÞ
x� r

����
����

� 	
:

Hence g(x) = u(x). Such functions appear as kernels of some weakly singular Fredholm integral equations that arise from two-
dimensional boundary value problems.
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