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In this work we propose an extrapolation method, which we call themW(s)-transformation,for the
accurate and numerically stable computation of infinite range integralsI [ f ] =

∫∞
a f (x) dx, a > 0,

wherethe f (x) are products of oscillatory functions, which are ultimately expressible (but do not have to
be given explicitly,a priori) in the form

f (x) = R(x) exp
[
φ̂(x)

] s∏

j =1

{
g+

j (x) exp
[
iθ̂ (x)

]
+ g−

j (x) exp
[
−iθ̂ (x)

]}
,

wheres is an arbitrary integer,̂φ(x) and θ̂ (x) are real polynomials inx, φ̂(x) ≡ 0 being possible,
exp[φ̂(x)] is bounded at infinity andR(x) andg±

j (x) aresmooth functions that have asymptotic expan-

sions of the formsR(x) ∼
∑∞

i =0 bi x
ε−i and g±

j (x) ∼
∑∞

i =0 c±
j i x

δ j −i as x → ∞, with arbitraryε

and δ j . We denote the class of such functions byB̃(s). These integrals may converge or diverge and

in the case of divergence are defined in some summability sense. ThemW(s)-transformationwe pro-
pose here is analogous to themW-transformation ofSidi (1988, A user-friendly extrapolation method for
oscillatory infinite integrals.Math. Comput.,51, 249–266), which was originally developed for a class of
infinite range oscillatory integrals, whose integrands actually belong to a subfamily ofB̃(s). ThemW(s)-

transformationdetermines a two-dimensional array of approximationsA( j )
n to I [ f ]. We study some of

the convergence properties of theA( j )
n . We also provide several numerical examples that illustrate the

performance of the method.

Keywords: extrapolation methods;mW-transformation;W-algorithm; infinite range oscillatory integrals;
numerical integration; Bessel functions; asymptotic expansions.

1. Introduction

Computation of infinite range integrals of oscillatory functions is an important problem that arises in
many different contexts. Several numerical methods have been developed for this purpose, extrapolation
methods being the most effective. One class of such integrals, namely, that involvingproductsof several
oscillatory functions, is particularly interesting and challenging and has been of interest recently. For
example,Lucas(1995) andSidi (2003, Chapter 11, pp. 226–227) have considered integrals of products
of two Bessel functions; inLucas(1995) the two Bessel functions have different arguments, while
in Sidi (2003) they have the same argument, and these are two different problems that need different
treatments. Integrals of products of an arbitrary number of general oscillatory functions are considered in
Sidi (2003, Chapter 11, pp. 236–237), and the approach there has also been used byVan Deun & Cools
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A USER-FRIENDLY EXTRAPOLATION METHOD FOR INFINITE OSCILLATORY INTEGRALS 603

(2006,2008)to develop a method for computing integrals of an arbitrary product of Bessel functions
with some special factors; this method is based on asymptotic expansions.

A very effective extrapolation method for computing the integrals above is theD-transformation
of Levin & Sidi (1981). If theD-transformation is applied without taking into account the special na-
ture of the problem, however, its computational cost generally increases with the number of oscillatory
functions that make up the integrand. By taking into account this special nature these integrals can be
evaluated much more economically by theD̄-, W- andmW-transformations ofSidi (1980,1982b,1988,
1997). For all these methods, and related recent developments, seeSidi (2003, Chapter 11).

The method of extrapolation (for computing integrals involving the product of two Bessel functions)
used successfully inLucas(1995) is themW-transformation. The effectiveness of this transformation is
a result of the two Bessel functions havingdifferentarguments inLucas(1995). As defined originally
themW-transformation does not perform well when the arguments of the Bessel functions are the same.
This phenomenon is observed also in a recent work byBailey & Borwein(2011), who apply themW-
transformation (in very high precision) to the integrals

∫ ∞

1
[ J0(x)]

s dx

x
, s = 0,1,2, . . . , (1.1)

where J0(x) is the Bessel function of order zero of the first kind. They report very good numerical
results for odds, and mediocre results for evens. It is a generalization of this special problem case that
we wish to address in this work. In the process we will give a rigorous explanation as to why themW-
transformation is effective whens is odd and ineffective whens is even when applied to (1.1). We also
show how themW-transformation can be modified in a simple way and made effective again for evens.
We call the resulting extrapolation method themW(s)-transformationsince it depends on whethers is
even or odd.

In the next section we review the function classes denotedA(γ ) andB(m) that we refer to in the
sequel, and we also introduce the function classesB̃(s), s> 1 integers. Members of̃B(s) areproducts of
s functions that oscillate an infinite number of times at infinity and haveasymptotically, as x→ ∞, the
same phase of oscillation; specifically, the functionsHj (x) thatmake up the product are ultimately of
the form

ŵ+
j (x) exp

[
iθ̂ (x)

]
+ ŵ−

j (x) exp
[
−iθ̂ (x)

]
,

whereθ̂ (x) is a real polynomial inx (it is the same for everyj ) and theŵ±
j (x) arenonoscillatory and

smooth asx → ∞.
In Section3 we give a detailed description of themW(s)-transformationfor computing infinite range

integrals of functions iñB(s).
In Section4 we analyse the integral properties of the functions inB̃(s). This analysis is based com-

pletely onSidi (2003, Section 5.7, pp. 117–120). The following facts transpire from this analysis.

1. If f ∈ B̃(s), s beingan odd integer, thenf (x) is a sum of at mosts+ 1 oscillatory functions with
different phases, and themW-transformation ofSidi (1988) can be shown to be very effective for
computing

∫∞
a f (x) dx in this case.

2. If f ∈ B̃(s), s beingan even integer, thenf (x) is a sum of at mosts oscillatory functions with
different phases, and, in general, one nonoscillatory function, which may be absent in certain
cases. It is the presence of the nonoscillatory function that causes themW-transformation of
Sidi (1988) to lose its effectiveness in computing

∫∞
a f (x) dx sincethemW-transformation was

designed for computing infinite range integrals of oscillatory functions only.
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604 A. SIDI

3. We also note that, in the case of divergence, the integrals of the oscillatory functions are defined in
the sense of Abel summability (seeSidi, 1987), while the integral of the nonoscillatory function
is defined in the sense of Hadamard finite part (seeSidi, 1999).

In view of the study in Section4, in Section5, we provide the detailed derivation of themW(s)-
transformation.In Section6 we discuss some of the convergence properties of this transformation in
light of the theory presented inSidi (2003, Chapters 8 and 9). In Section7 we illustrate the method
with convergent and divergent integrals whose integrands are inB̃(s) for various values ofs. The
appendix to the paper contains an important part of the analysis that leads to the derivation of the
mW(s)-transformation.As such, it is an integral part of this work.

Finally, themW(s)-transformationis closely related to thẽd(m)-transformationof the author that is
presented inSidi (2003, Section 6.6, pp. 140–149). We do not go into the details of this relation here.

Before closing, we note that integrands inB̃(s) arequite different from those that are products of os-
cillatory functions with not necessarily the same phase of oscillation and so are their integral properties
and their numerical treatment. The latter have a more complicated structure than the former and involve
more analysis and computing. SeeSidi (2003, Chapter 11, pp. 236–237) for details. See alsoVan Deun
& Cools (2006,2008), where integrals of products of Bessel functions with not necessarily the same
argument are treated.

2. The function classes̃B(s)

We begin with the following definitions (seeSidi, 2003, Chapter 5, Definitions 5.1.1 and 5.1.2).

DEFINITION 2.1 A function α(x) belongs to the setA(γ ) if it is infinitely differentiable for all large
x > 0 and has a Poincaré-type asymptotic expansion of the form

α(x) ∼
∞∑

i =0

αi x
γ−i asx → ∞, (2.1)

and its derivatives have Poincaré-type asymptotic expansions obtained by differentiating that in (2.1)
formally term by term. If, in addition,α0 6= 0 in (2.1), thenα(x) is said to belong toA(γ ) strictly. Here
γ is complex in general.

Functions in the setsA(γ ) have some very useful properties that are listed inSidi (2003, pp. 96–98).
Among these, we note the following, for example:

α ∈ A(γ ) ⇒ x−γ α(x) ∈ A(0),

α ∈ A(γ ), β ∈ A(δ) ⇒ αβ ∈ A(γ+δ),

α ∈ A(γ ), β ∈ A(δ) strictly ⇒ α/β ∈ A(γ−δ),

α ∈ A(γ+k) strictly, k > 0 integer, β∈ A(γ ) ⇒ α + β ∈ A(γ+k) strictly.

We advise the reader to familiarize himself with the list given inSidi (2003, pp. 96–98) as we will be
invoking the properties of functions in the classesA(γ ) oftenand without mentioning them.

DEFINITION 2.2 A function f (x) belongs to the classB(m) if it satisfies a linear homogeneous differ-
ential equation of the form

f (x) =
m∑

k=1

pk(x) f (k)(x); pk ∈ A(ik), i k integer, i k 6 k, k = 1, . . . ,m. (2.2)
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A USER-FRIENDLY EXTRAPOLATION METHOD FOR INFINITE OSCILLATORY INTEGRALS 605

We note that most special functions of applied mathematics that are defined via linear differential
equations belong to such classes. For example, all Bessel functions are inB(2).

Functionsin the classesB(m) have some very interesting and useful properties. For example, in
general, if f ∈ B(r ) andg ∈ B(s), then f + g ∈ B(m) with m 6 r + s, while f g ∈ B(m) with m 6 r s.
SeeLevin & Sidi (1981) andSidi (2003, Chapter 5, pp. 106–111).1

We now define the classes of functions we wish to treat in this work.

DEFINITION 2.3 We say that a functionf (x) belongs to the class̃B(s) if it can be expressed in the form

f (x) = W(x)
s∏

j =1

Hj (x), (2.3)

where

W(x) = exp[φ(x)]Q(x); φ ∈ A(k), k integer, Q ∈ A(ε) strictly,

φ(x) = φ̂(x)+ L(x); φ̂(x) =
k−1∑

i =0

λix
k−i real,with λ0 < 0 if k > 0; L ∈ A(0), (2.4)

and

Hj (x) = h+
j (x) exp[iθ j (x)] + h−

j (x) exp[−iθ j (x)],

h±
j ∈ A(δ j ), θ j ∈ A(m), m> 0 integer,

θ j (x) = θ̂ (x)+ M j (x); θ̂ (x) =
m−1∑

i =0

μix
m−i real,with μ0 > 0; M j ∈ A(0). (2.5)

Note that, whenk 6 0, we haveφ̂(x) ≡ 0; in this case exp[φ(x)] ∈ A(0) andhenceW ∈ A(ε). When
k > 0, limx→∞ exp[φ(x)] = 0 sinceλ0 < 0.

Remarks.

1. It should be emphasized thatf (x) does not have to be given explicitly in the form described in
(2.3–2.5). It only has to beexpressiblein that form.

2. Note thatθ̂ (x) is the polynomial part of the asymptotic expansion ofθ j (x) andis thesamefor
all j . Similarly, φ̂(x) is the polynomial part of the asymptotic expansion ofφ(x). The functions
Hj (x) determinethe oscillatory behaviour off (x).

3. (a) Whenk > 0, we have limx→∞ φ̂(x) = −∞; thus, the amplitude off (x) is modulated by
the exponentially decaying factorW(x); I [ f ] is always convergent in this case. (Note that,
if lim x→∞ φ̂(x) = +∞, then f (x) is not integrable in any sense; hence, it is irrelevant
from the computational point of view.)

1Theseresults are stated as ‘heuristics’ inSidi (2003) since they are stated for a relaxed version of the classB(m) in which the
functionspk(x) in (2.2) are in the classesA(ik), where theik areintegers but are not required to satisfyik 6 k. The conclusions
from these heuristics do seem to hold also when the classB(m) is exactly as in Definition2.2, however. Nevertheless, to be precise,
the statements made in this work concerning the sum and the product of functions in the classesB(m) aremeant to be in the relaxed
sense.
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606 A. SIDI

(b) If k 6 0, then| f (x)| = O(xε+σ ) asx → ∞, for someσ to be determined later. Depending
on the value of<(ε+σ), in this casef (x) is integrable at infinity either in the regular sense
or in some summability sense, as we describe next.

(i) Whens is odd f (x) is integrable in the sense ofAbel summability.

(ii) When s is even f (x) is the sum of two functions, one of which is integrable in the sense
of Abel summability, the other (if it is not identically zero) being integrable in the sense
of Hadamard finite partprovidedε + σ 6= −1,0,1,2, . . . .

We will discuss the issue of divergent integrals in Section4.

4. Finally, the class̃B(1) is precisely the class of functions treated inSidi (1988), for which the
mW-transformation was developed.

A general example of integrands iñB(s), involving Bessel functions, is given next.

EXAMPLE 2.4 Let

f (x) = W(x)
s∏

j =1

Cν j (cj x),

wherethecj arearbitrary constants and

Cν j (x) = Aj Jν j (x)+ Bj Yν j (x),

Jν(x) andYν(x) beingBessel functions of orderν, of the first kind and second kind, respectively, and
W(x) is as in (2.4). HereAj andBj areconstants. Since (seeOlveret. al,2010, Chapter 10)

Jν(x) = φν,c(x) cosx + φν,s(x) sinx, φν,c, φν,s ∈ A

(
− 1

2

)

,

andcosx = 1
2(e

ix + e−ix) andsinx = 1
2i (e

ix − e−ix) it follows that f ∈ B̃(s) with δ j = −1
2 for all j ,

whenc1 = ∙ ∙ ∙ = cs.
From what we stated following Definition2.2, being a product ofs Bessel functions and ofW ∈

B(1), then f (x) ∈ B(m) with m 6 2s. Furthermore,m = 2s is possible when thecj are distinct;
otherwise,m < 2s. As we show later, when all thecj arethe same,m 6 s + 1, and this is the case we
consider in this work.

3. ThemW(s)-transformation

3.1 Description of the mW(s)-transformation

We now describe themW(s)-transformationfor computing the integral

I [ f ] =
∫ ∞

a
f (x) dx, a > 0, (3.1)

where f ∈ B̃(s), as in Definition2.3, with the notation therein. Here are the steps of this method.

1. Choosex0 to be the smallest real zero of sinθ̂ (x) that is greater thana. Thus,x0 is a real solution
of the polynomial equation̂θ(x) = qπ , whereq is the smallest integer possible. Following this,
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A USER-FRIENDLY EXTRAPOLATION METHOD FOR INFINITE OSCILLATORY INTEGRALS 607

definexl to be the largest real root of the polynomial equationθ̂ (x) = (q + l )π , l = 1,2, . . . .
We can also choose thexl to be zeros of coŝθ(x). Specifically, we choosex0 to be a real solution
of the polynomial equation̂θ(x) =

(
q + 1

2

)
π that is greater thana, where the integerq is the

smallest possible. Then we takexl to be the largest real solution of the polynomial equation
θ̂ (x) = (q + l + 1

2)π , l = 1,2, . . . .

As we will see later, whether it is a zero of sinθ̂ (x) or of cosθ̂ (x), xl hasaconvergentexpansion
of the form

xl =
∞∑

i =0

ci l
(1−i )/m, c0 > 0, for all largel , (3.2)

that is also anasymptotic expansionfor xl as l → ∞. However, the method remains just as
effective also whenxl hasa suitable but not necessarily convergent asymptotic expansion of the
form

xl ∼
∞∑

i =0

c′
i l
(1−i )/m asl → ∞, c′

0 > 0. (3.3)

For example, iff (x) = W(x)[ Jν(x)]s, whereJν(x) is the Bessel function of the first kind of real
orderν > 0, then we can take thexl to be the consecutive real zeros or points of extremum of
Jν(x) with x0 > a. These zeros have asymptotic expansions of the form

xl ∼ π l + c′
1 + c′

2l−1 + c′
3l−2 + ∙ ∙ ∙ asl → ∞.

Choosing thexl thisway may be more beneficial whenν is large.

2. Define

F(x) =
∫ x

a
f (t) dt. (3.4)

Computethe finite range integralsF(xl ) and

χ(xl ) = F(xl+1)− F(xl ), l = 0,1, . . . .2 (3.5)

3. • Whens is odd set

ψ(xl ) = χ(xl ). (3.6)

• Whens is even withk andm as in (2.4) and (2.5), respectively, set

ψ(xl ) =






xm
l χ(xl ) if k 6 0,

xm−k
l χ(xl ) if 16 k 6 m,

χ(xl ) if k > m.

(3.7)

Notethat a more user-friendly choice for evens is

ψ(xl ) = xm
l χ(xl ), (3.8)

2Actually, we first setx−1 = a and, preferably using a low-order Gaussian quadrature formula, computeχ(xl ) =
∫ xl+1

xl f (t) dt, l = −1,0,1, . . . , to machine accuracy, and then formF(xl ) =
∑l

i =0 χ(xi −1), l = 0,1, . . . .
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608 A. SIDI

andit will work for all three cases in (3.7). With this choice we only have to knowθ̂ (x),
without having to bother with the rest off (x).

Note that the choice ofψ(xl ) in (3.6) will not work whens is even andk < m. The choice
of ψ(xl ) in (3.8), however, will work also whens is odd, although takingψ(xl ) asin (3.6) is
generally more economical for this case in the following sense: ifAn1,1 is the approximation

A(0)n1 obtainedby usingψ(xl ) = χ(xl ) and An2,2 is the approximationA(0)n2 obtainedby using
ψ(xl ) = xm

l χ(xl ), and they have the same accuracy, thenn1 is slightly less thann2, hence,
slightly fewerF(xl )’s are needed to computeAn1,1 thanAn2,2.

4. Choose an increasing sequence of non-negative integersRl , 06 R0 < R1 < . . . , and set

yl = xRl , l = 0,1, . . . . (3.9)

5. Finally, define the approximationsA( j )
n to I [ f ] via the linear systems of equations

F(yl ) = A( j )
n + ψ(yl )

n−1∑

i =0

β̄i

yi
l

, l = j, j + 1, . . . , j + n. (3.10)

Here theβ̄i areadditional unknowns that are not of much interest.

Note that, in the caseI [ f ] converges in the regular sense we haveI [ f ] =
∑∞

i =0χ(xi −1). Since
the only input to themW(s)-transformationis the sequence{χ(xl )}∞l=−1 this transformation can be

viewed as aconvergence acceleration methodfor the sequence of partial sumsF(xl ) =
∑l

i =0χ(xi −1),
l = 0,1, . . . , of the infinite series

∑∞
i =0χ(xi −1).

Thereader may be wondering about the relation of themW(s)-transformationto the originalmW-
transformation. Concerning this issue, we note that themW-transformation ofSidi (1988) is noth-
ing but themW(1)-transformationof this work. This is so because the classB̃(1) is ultimately that
for which the mW-transformation was designed, as mentioned also in Remark 4 following
Definition2.3.

3.2 A closed-form expression for A( j )
n

Thefollowing lemma gives a simple closed-form expression forA( j )
n that is useful in the convergence

and stability study of themW(s)-transformation.

LEMMA 3.1 The approximationA( j )
n resultingfrom (3.10) is given by

A( j )
n =

D( j )
n
{
xn−1F(x)/ψ(x)

}

D( j )
n
{
xn−1/ψ(x)

} , (3.11)

whereD( j )
n {w(x)} is thenth order divided difference ofw(x) over the set of points{yj , yj +1, . . . , yj +n},

thatis,

D( j )
n {w(x)} =

n∑

i =0

c( j )
ni w(yj +i ); c( j )

ni =
[ n∏

r =0
r 6=i

(yj +i − yj +r )

]−1

, i = 0,1, . . . , n . (3.12)
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A USER-FRIENDLY EXTRAPOLATION METHOD FOR INFINITE OSCILLATORY INTEGRALS 609

Proof. We start by rewriting the equations in (3.10) in the form

yn−1
l F(yl )

ψ(yl )
=

yn−1
l

ψ(yl )
A( j )

n + P(yl ), l = j, j + 1, . . . , j + n; P(x) =
n−1∑

i =0

β̄i x
n−i −1.

Multiplying the equation with the indexl = j + i by c( j )
ni , and summing overi = 0,1, . . . ,n, we obtain

D( j )
n

{
xn−1F(x)/ψ(x)

}
= D( j )

n

{
xn−1/ψ(x)

}
A( j )

n +D( j )
n {P(x)}.

Since P(x) is a polynomial of degree at mostn − 1 we haveD( j )
n {P(x)} = 0. The result now

follows. �

3.3 Recursive computation via the W-algorithm

The solution to the system in (3.10) can be achieved recursively by theW-algorithm ofSidi (1982a) (see
alsoSidi, 2003, Chapter 7) as follows.

1. For j = 0,1, . . . , set

M ( j )
0 =

F(yj )

ψ(yj )
, N( j )

0 =
1

ψ(yj )
.

2. For j = 0,1, . . . , andn = 1,2, . . . , compute

M ( j )
n =

M ( j +1)
n−1 − M ( j )

n−1

y−1
j +n − y−1

j

, N( j )
n =

N( j +1)
n−1 − N( j )

n−1

y−1
j +n − y−1

j

.

3. For all j andn set

A( j )
n =

M ( j )
n

N( j )
n

.

Notethat this algorithm creates two different two-dimensional tables for theM ( j )
n andthe N( j )

n that
areactually divided difference tables.

3.4 Stable implementations

When applying extrapolation methods in finite precision arithmetic, we are sometimes confronted with
the problem of numerical instability. This problem exhibits itself as follows: letĀ( j )

n bethe numerically
computedA( j )

n for all j andn, and suppose that we are computing the sequence{Ā(0)n }∞n=0, for example.

If numerical instability is present, then thēA(0)n seemto converge toI [ f ] up to somen, sayN, and from
that point on, their accuracy deteriorates and eventually is lost completely, even thoughA(0)n should
be tending toI [ f ] theoretically. In addition, the accuracy of̄A(0)N , which is the best in the sequence

{Ā(0)n }∞n=0, is, generally speaking, significantly lower than the machine accuracy (that is, the maximum
accuracy allowed by the finite precision arithmetic being used).

The problem of numerical instability can be treated effectively by suitable choices of the sequence
{Rl }∞l=0, which we introduced prior to (3.9). Recall that we used theRl to define theyl , which we used
in the definition of themW(s)-transformationvia (3.10). Two such choices for{Rl } follow.
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610 A. SIDI

1. (i) For all k whens is odd, and (ii) fork > m whens is even choose

Rl = l , l = 0,1, . . . . (3.13)

2. Whens is even andk 6 m choose

R0 = 0; Rl = max{bσRl−1c, l }, l = 1,2, . . . , for some fixedσ > 1. (3.14)

This choice has been denoted thegeometric progression sampling(GPS) inSidi (2003, Chap-
ter 10). (If we chooseRl asin (3.13), themW(s)-transformationsuffers from numerical instabil-
ity and does not achieve high accuracy whens is even andk 6 m. We will give a more detailed
explanation of this point in Section7.)
Note thatRl = l for 0 6 l 6 L , and Rl = bσRl−1c for l > L + 1, whereL = d2/(σ − 1)e.
Therefore,

σRl−1 − 1< Rl 6 σRl−1 ∀ l > L ⇒ lim
l→∞

Rl /Rl−1 = σ.

This means thatRl grows practically likeσ l asl increases.Thus, to determineA(0)n , for example,
we need to compute the integralsχ(xi ), −1 6 i 6 Rn, a total of Rn + 2 integrals, and this
number increasesexponentiallylike σ n with n. Therefore, we propose to takeσ ∈ (1,2) to keep
the computational cost in check. (In our computations we have preferred to takeσ = 1.3 mostly.)
The expression forL we have given above can be found as follows: first, we have

RL = max{bσ(L − 1)c, L} = L ⇒ bσ(L − 1)c 6 L ,

which, recalling thatx − 1< bxc 6 x, gives

σ(L − 1)− 1< L ⇒ L <
σ + 1

σ − 1
=

2

σ − 1
+ 1.

Next by

L + 26 RL+1 = bσRLc = bσ Lc

we have

L + 26 σ L ⇒ L >
2

σ − 1
.

Combining these two inequalities forL and recalling thatx 6 N < x + 1 for an integer
N implies thatN = dxe, we obtain our expression forL.

4. Properties of functions inB̃(s)

4.1 Algebraic properties

Let f ∈ B̃(s) as in Definition 2.3, with the notation therein, and letI [ f ] be as in (3.1). In order to
be able to design effective extrapolation methods for computingI [ f ] we need to study the asymptotic
behaviour off (x) asx → ∞.
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We begin by noting that the functionsh±
j (x) exp[±iθ j (x)] are all in the classB(1) by Sidi (2003,

Theorem5.7.2, p. 118). Therefore,Hj ∈ B(2) for all j , and hence
∏s

j =1 Hj (x) ∈ B(p), p 6 2s, by Sidi
(2003, Heuristic 5.4.1, p. 107). As a matter of factp = s + 1, as we show next.

First, by (2.4) and (2.5),

exp[φ(x)] = v(x) exp
[
φ̂(x)

]
, v = eL ∈ A(0) strictly,

exp[±iθ j (x)] = u±
j (x) exp

[
±iθ̂ (x)

]
, u±

j = e±iM j ∈ A(0) strictly. (4.1)

Consequently, we have

Hj (x) = ĥ+
j (x) exp

[
iθ̂ (x)

]
+ ĥ−

j (x) exp
[
−iθ̂ (x)

]
, ĥ±

j = h±
j u±

j ∈ A(δ j ). (4.2)

Substituting(4.2) in the product
∏s

j =1 Hj (x), expanding and rearranging we have

s∏

j =1

Hj (x) =
∑

j,r>0
j +r =s

Ťj,r (x) exp
[
i( j − r )θ̂(x)

]
.

Actually, Ťj,r is a sum of products ofj ĥ+
i ’s andr ĥ−

i ’s, and, as a result, eitherŤj,r (x) ≡ 0 or

Ťj,r ∈ A(σ j ) strictly, σ j =
m∑

k=1

δk − pj , pj > 0 integer. (4.3)

(Thus, for anyj and j ′, σ j − σ j ′ is an integer.) SincěTj,r = Ťj,s− j we will denote it byTj for short.
Consequently,

s∏

j =1

Hj (x) =
s∑

j =0

Tj (x) exp
[
i(−s + 2 j )θ̂(x)

]
, Tj ∈ A(σ j ) or Tj ≡ 0.

Thus,the function f (x) can be re-expressed as in

f (x) =
s∑

j =0

f j (x), f j (x) = U j (x) exp
[
φ̂(x)

]
exp

[
i(−s + 2 j )θ̂(x)

]
,

U j (x) = v(x)Q(x)Tj (x), U j ∈ A(ε+σ j ) strictly, j = 0,1, . . . , s. (4.4)

The next two examples illustrate the different situations that can occur in a simple way.

EXAMPLE 4.1 Consider the case

Hj (x) = h+(x) exp[iθ(x)] + h−(x) exp[−iθ(x)] ∀ j .

Assume thath+ 6≡ 0 andh− 6≡ 0. Expanding
∏s

j =1 Hj (x) weobtain

s∏

j =1

Hj (x) =
s∑

j =0

(
s

j

)
[h+(x)] j [h−(x)]s− j exp[i(−s + 2 j )θ(x)]. (4.5)
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We thus identify

Tj =
(

s

j

)
[h+] j [h−]s− j 6≡ 0, j = 0,1, . . . , s.

EXAMPLE 4.2 Consider the case

H1(x) = h+(x) exp[iθ(x)] + h−(x) exp[−iθ(x)],

H2(x) = h+(x) exp[iθ(x)] − h−(x) exp[−iθ(x)].

Assume thath+ 6≡ 0 andh− 6≡ 0. Expanding
∏2

j =1 Hj (x) weobtain

2∏

j =1

Hj (x) = [h+(x)]2 exp[2iθ(x)] − [h−(x)]2 exp[−2iθ(x)]. (4.6)

We identify

T0 = [h+]2, T1 ≡ 0, T2 = −[h−]2.

An example of this is given byH1(x) = Jν(x) andH2(x) = Yν(x). Since

Jν(x) =
1

2

[
H (1)
ν (x)+ H (2)

ν (x)
]
, Yν(x) =

1

2i

[
H (1)
ν (x)− H (2)

ν (x)
]
,

whereH (1)
ν (x) andH (2)

ν (x) areHankel functions of orderν (not to be confused withH1(x) andH2(x))
wehave

2∏

j =1

Hj (x) =
1

4i

{[
H (1)
ν (x)

]2
−
[
H (2)
ν (x)

]2
}
.

Now, H (1)
ν (x) and H (2)

ν (x) areprecisely of the formh+(x) exp(ix) andh−(x) exp(−ix), respectively.
Thus,

∏2
j =1 Hj (x) is precisely of the form (4.6), with θ̂ (x) = x.

Going back to (4.4), we note that, iff j 6≡ 0, then f j ∈ B(1) by Sidi (2003,Theorem 5.7.2, p. 118).
If f j 6≡ 0 for all j , then, being the sum of thes + 1 functions f j (x) that have different exponential
factors, the functionf (x) ∈ B(s+1). (Before we expressedf (x) as in (4.4) all we were able to say was
that f ∈ B(p) for somep 6 2s; even for moderates this is very pessimistic.)

We now analyse the nature off (x) for all values ofs. In the sequel we treat the functionsf j (x) asif
f j 6≡ 0 for all j , but we understand that thosef j (x) thatare identically zero are absent from the general
picture.

Throughout, we differentiate between two cases.

1. Odd s:whens is odd the integers−s + 2 j in (4.4) assume the values

−s,−s + 2, . . . ,−3,−1,1,3, . . . ,s − 2,s.

Thus, the functionsf j (x) areall oscillatory since−s + 2 j 6= 0 for any j in this case.
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2. Evens: whens is even the integers−s + 2 j in (4.4) assume the values

−s,−s + 2, . . . ,−4,−2,0,2,4, . . . ,s − 2,s.

Note that−s + 2 j = 0 for j = s/2. Thus,

fs/2(x) = Us/2(x) exp
[
φ̂(x)

]
. (4.7)

Clearly, fs/2(x) is not oscillatory. The rest of thef j (x) areall oscillatory. As we will see later
the case of evens has some surprising aspects and is more difficult to analyse.

4.2 Integral properties

Having discovered the algebraic nature off (x) we now analyse its integral properties. For this we need
the integral properties of thef j (x). Integral properties of thef j (x) canbe studied with the help of
Theorem 5.7.3 inSidi (2003, Chapter 5, p. 119), which we state as Theorem4.3 next. See alsoSidi
(2003, Chapter 5, Remarks, p. 120). This theorem concerns the integral properties of functions in the
classB(1).

THEOREM 4.3 Define

I [g] =
∫ ∞

a
g(x) dx and G(x) =

∫ x

a
g(t) dt.

1. If g ∈ A(γ ) for someγ 6= −1,0,1,2, . . . , then

G(x) = I [g] + xg(x)u(x), u ∈ A(0) strictly.

When<γ < −1, I [g] exists in the regular sense, otherwise, it exists in the sense of Hadamard
finite part.

2. If g(x) = exp[ρ(x)]u(x), whereu ∈ A(γ ) for arbitraryγ andρ ∈ A(k) for some positive integer
k, with limx→∞ <ρ(x) = −∞ or limx→∞ <ρ(x) finite, then

G(x) = I [g] + x1−kg(x)u(x), u ∈ A(0) strictly.

When limx→∞ <ρ(x) = −∞, I [g] exists in the regular sense for allγ . When limx→∞ <ρ(x)
is finite but limx→∞ |=ρ(x)| = ∞, the integralI [g] exists in the regular sense if<γ < 0, and it
exists in the sense of Abel summability when<γ > 0.

Let us now define

I [ f j ] =
∫ ∞

a
f j (x) dx, Fj (x) =

∫ x

a
f j (t) dt. (4.8)

Thenby Theorem4.3the following hold.

• For all j whens is odd, and for allj 6= s/2 whens is even, there holds

Fj (x) = I [ f j ] + xρ f j (x)gj (x), gj ∈ A(0) strictly, ρ = 1 − max{m, k}. (4.9)
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Invoking (4.4) this can be rewritten as

Fj (x) = I [ f j ] + xρ+ε+σ j exp
[
φ̂(x)

]
exp[i(−s + 2 j )θ̂(x)]ĝj (x),

ĝj ∈ A(0) strictly, ρ = 1 − max{m, k}. (4.10)

Note thatρ can assume one of the values 0,−1,−2, . . . .

• Whens is even, for fs/2, we have

Fs/2(x) = I [ fs/2] + xρ
′
fs/2(x)gs/2(x),

gs/2 ∈ A(0) strictly, ρ ′ =

{
1 − k if k > 0,

1 if k 6 0.
(4.11)

Invoking (4.4) this can be rewritten as

Fs/2(x) = I [ fs/2] + xρ
′+ε+σs/2 exp

[
φ̂(x)

]
ĝs/2(x),

ĝs/2 ∈ A(0) strictly, ρ ′ =

{
1 − k if k > 0,

1 if k 6 0.
(4.12)

Thus,ρ ′ canassume either the value 1 or one of the values 0,−1,−2, . . . .

Important points to realize in connection with the above are as follows.

• Whens is odd the integerρ is the same for allj . Whens is evenρ is the same for allj 6= s/2, and
it may be different fromρ′ for j = s/2.

• Recall that theσ j differ from each other by integers. In this respect, we recall the property of the
setsA(γ ) that if α ∈ A(γ+k) strictly, k being a positive integer, andβ ∈ A(γ ), thenα + β ∈ A(γ+k)

strictly.

• Recall also the following facts.

(a) For everyj whens is odd, and for everyj 6= s/2 whens is even, if the integral
∫∞

a f j (x) dx is
notdefined in the regular sense, which can happen only whenk 6 0, then (4.9) holds withI [ f j ]
therebeing defined as theAbel sumof

∫∞
a f j (x) dx, which exists; seeSidi (1987).

(b) Whens is even, if the integral
∫∞

a fs/2(x) dx is not defined in the regular sense, which can
happen only whenk 6 0, then (4.11) holds withI [ fs/2] there being defined as theHadamard
finite partof

∫∞
a fs/2(x) dx, which exists whenε + σs/2 6= −1,0,1,2, . . . ; seeSidi (1999).

These observations have useful consequences, as we will see in the next section.

5. Development of themW(s)-transformation

We now want to develop themW(s)-transformationfor I [ f ] with f ∈ B̃(s) alongthe lines of the original
mW-transformation that was developed inSidi (1988). We start with the determination of the sequence
{xl }∞l=0.

Let us recall thatx0 < x1 < ∙ ∙ ∙ are consecutive zeros of sinθ̂ (x) or of cosθ̂ (x) in (a,∞). Thus,
for eachl = 0,1,2, . . . , xl is the largest real root of the polynomial equationθ̂ (x) = (q + l )π or of the
polynomial equation̂θ(x) =

(
q + l + 1

2

)
π , whereq is some integer.
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As shown inSidi (1988) andSidi (2003, Theorem 11.8.4, p. 230), whether it is a zero of sinθ̂ (x) or
of cosθ̂ (x), xl hasa convergent expansion of the form

xl =
∞∑

i =0

ci l
(1−i )/m, c0 > 0, for all largel , (5.1)

that is also an asymptotic expansion forxl asl → ∞.
In what follows we take thexl to be consecutive zeros of sinθ̂ (x), without loss of generality. Since

xl satisfiesthe equation̂θ(xl ) = (q + l )π for l = 0,1, . . . , we have

exp
[
i(−s + 2 j )θ̂(xl )

]
= exp[i(−s + 2 j )(q + l )π ] = (−1)s(q+l ),

from which it is clear that

exp
[
i(−s + 2 j )θ̂(xl )

]
=

{
(−1)q+l if s odd,

+1 if s even.
(5.2)

This fact has important consequences for the integrals

F(xl ) =
∫ xl

a
f (t) dt, χ(xl ) =

∫ xl+1

xl

f (t) dt = F(xl+1)− F(xl ), (5.3)

to the analysis of which we now turn.

5.1 Properties of F(xl )

We now expressF(xl ) in a simple way that will enable us to continue our study conveniently.

5.1.1 For odd s. Let us invoke (5.2) in (4.10). We then have, for everyj ,

Fj (xl ) = I [ f j ] + (−1)q+l x
ρ+ε+σ j
l exp

[
φ̂(xl )

]
ĝj (xl ),

ĝj ∈ A(0) strictly, ρ = 1 − max{m, k}. (5.4)

Therefore, by (5.3) and (4.4),

F(xl ) = I [ f ] + (−1)q+l xωl exp
[
φ̂(xl )

]
G(xl ), G ∈ A(0) strictly,

xωG(x) =
s∑

j =0

xρ+ε+σ j ĝ j (x),

ω = max
j

{ρ + ε + σ j } − p, p > 0 an integer. (5.5)

5.1.2 For even s. Let us invoke (5.2) in (4.10). We then have, for everyj 6= s/2,

Fj (xl ) = I [ f j ] + x
ρ+ε+σ j
l exp

[
φ̂(xl )

]
ĝ j (xl ),

ĝj ∈ A(0) strictly, ρ = 1 − max{m, k}. (5.6)
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For j = s/2, from (4.12), we have

Fs/2(xl ) = I [ fs/2] + x
ρ′+ε+σs/2
l exp

[
φ̂(xl )

]
ĝs/2(xl ),

ĝs/2 ∈ A(0) strictly, ρ ′ =

{
1 − k if k > 0,

1 if k 6 0.
(5.7)

Therefore, by (5.3) and (4.4), and recalling thatρ andρ ′ areboth integers,

F(xl ) = I [ f ] + xωl exp
[
φ̂(xl )

]
G(xl ), G ∈ A(0) strictly,

xωG(x) = xρ
′+ε+σs/2 ĝs/2(x)+

s∑

j =0
j 6=s/2

xρ+ε+σ j ĝ j (x),

ω = max

{
max
j 6=s/2

{ρ + ε + σ j }, (ρ
′ + ε + σs/2)

}
− p, p > 0 integer. (5.8)

5.2 Properties ofχ(xl )

5.2.1 For odd s. Whens is odd, by (5.3) and (5.5), for all j , we have

χ(xl ) = (−1)q+l+1
{

xωl+1 exp
[
φ̂(xl+1)

]
G(xl+1)+ xωl exp

[
φ̂(xl )

]
G(xl )

}
, (5.9)

whichwe rewrite in the form

χ(xl ) = (−1)q+l+1xωl exp
[
φ̂(xl )

]
G(xl )[S(xl )+ 1], (5.10)

where

S(xl ) = R(xl ) exp
[
Δφ̂(xl )

]
, (5.11)

with

R(xl ) =
(

xl+1

xl

)ω[G(xl+1)

G(xl )

]
, Δφ̂(xl ) = φ̂(xl+1)− φ̂(xl ). (5.12)

By partA.1 of the appendix, [S(x)+ 1] ∈ A(0) strictly for all m andk.
Therefore, we can rewrite (5.10) in the form

χ(xl ) = (−1)q+l xωl exp
[
φ̂(xl )

]
b(xl ), b ∈ A(0) strictly. (5.13)

Of course,b(x) = −G(x)[S(x)+ 1].
Two interesting conclusions that can be drawn from this analysis are thatχ(xl ) is nonzero for

all large l and that the sequence of theχ(xl ) is ultimately an alternating sequence. That is,
liml→∞ arg[χ(xl+1)/χ(xl )] = π .
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5.2.2 For even s. Whens is even, by (5.3) and (5.8), we have

χ(xl ) = xωl+1 exp
[
φ̂(xl+1)

]
G(xl+1)− xωl exp

[
φ̂(xl )

]
G(xl ),

whichwe can rewrite in the form

χ(xl ) = xωl exp
[
φ̂(xl )

]
G(xl )[S(xl )− 1], (5.14)

whereS(xl ), R(xl ) andΔφ̂(xl ) areexactly as in (5.11) and (5.12).
Now, by partA.2 of the appendix, [S(x) − 1] has different properties depending on the values of

m andk, and this causesχ(xl ) to have different properties, as follows.

1. Whenk 6 0,

χ(xl ) = xω−m
l exp

[
φ̂(xl )

]
b(xl ) = xω−m

l b(xl ), b ∈ A(0) strictly. (5.15)

2. When 16 k 6 m,

χ(xl ) = xω+k−m
l exp

[
φ̂(xl )

]
b(xl ), b ∈ A(0) strictly. (5.16)

3. Whenk > m,

χ(xl ) = xωl exp
[
φ̂(xl )

]
b(xl ), b ∈ A(0) strictly. (5.17)

Of course, in all three cases,b(x) = G(x)[S(x)− 1].
Two interesting conclusions that can be drawn from this analysis are thatχ(xl ) is nonzero for

all large l and that the sequence of theχ(xl ) is ultimately monotonic. That is, liml→∞ arg[χ(xl+1)/
χ(xl )] = 0.

5.3 F(xl ) andχ(xl ) combined

5.3.1 For odd s. Let us solve (5.13) for the product(−1)q+l xωl exp[φ̂(xl )] and substitute in (5.5). We
obtain

F(xl ) = I [ f ] + ψ(xl )β(xl ), β(x) =
G(x)

b(x)
∈ A(0) strictly, (5.18)

where

ψ(xl ) = χ(xl ). (5.19)

This is true because bothG(x) andb(x) are inA(0) strictly.

5.3.2 For even s. Let us solve each of (5.15–5.17) for the productxωl exp[φ̂(xl )] and substitute in
(5.8). We obtain

F(xl ) = I [ f ] + ψ(xl )β(xl ), β(x) =
G(x)

b(x)
∈ A(0) strictly, (5.20)
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where

ψ(xl ) =






xm
l χ(xl ) if k 6 0,

xm−k
l χ(xl ) if 16 k 6 m,

χ(xl ) if k > m.

(5.21)

Again, this is true because bothG(x) andb(x) are inA(0) strictly.

5.4 Derivation of the mW(s)-transformation

Now that we have obtained the relations (5.18) and (5.20), withψ(xl ) asin (5.19) and (5.21), respec-
tively, we can use these to derive themW(s)-transformationas follows: sinceβ ∈ A(0) strictly, β(x) has
an asymptotic expansion of the form

β(x) ∼
∞∑

i =0

βi x
−i asx → ∞. (5.22)

Sincexl → ∞ asl → ∞ the relations in (5.18) and (5.20) can be written also as

F(xl ) ∼ I [ f ] + ψ(xl )

∞∑

i =0

βi

xi
l

asl → ∞. (5.23)

We now apply the formalism of the generalized Richardson extrapolation to this expansion: (i) we
truncate the infinite summation in (5.23) ati = n − 1, (ii) replace the asymptotic equality sign∼ by =,
(iii) replaceβi by β̄i , 06 i 6 n− 1, andI [ f ] by A( j )

n andfinally (iv) choose an increasing sequence of
non-negative integersRl , 06 R0 < R1 < ∙ ∙ ∙ and collocate the resulting equality at the pointsyl = xRl ,
l = j, j + 1, . . . , j + n. As a result, we end up with the linear system

F(yl ) = A( j )
n + ψ(yl )

n−1∑

i =0

β̄i

yi
l

, l = j, j + 1, . . . , j + n, (5.24)

the unknowns being theA( j )
n andthe β̄i . (For a formal treatment of generalizations of the Richardson

extrapolation, seeSidi, 2003, Chapters 3 and 4, for example.)
As explained inSidi (2003, Chapter 5, p. 103), for example, we can take

ψ(xl ) = xm
l χ(xl ) (5.25)

for all caseswith evens. This is more user-friendly than that in (5.21), as it requires us to study the
asymptotic behaviour ofθ j (x) only, without worrying about the rest off (x). This choice will work also
whens is odd, although takingψ(xl ) asin (5.19) is, in general, more economical whens is odd.

As already mentioned in Section3 the A( j )
n canbe computed in an efficient way via theW-algorithm

whose steps are given following (3.10). They can be arranged in a two-dimensional array as shown in
Figure1. In general, thecolumn sequences{A( j )

n }∞j =0 (n fixed) accelerate convergence, each column
being at least as good as the one preceding it. Also,diagonal sequences{A( j )

n }∞n=0 ( j fixed) converge
much faster than column sequences.

Recall that we have described two appropriate choices for the integersRl alreadyin (3.13) and (3.14)
in Section3. We will not repeat them here.
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A(0)0

A(1)0 A(0)1

A(2)0 A(1)1 A(0)2

A(3)0 A(2)1 A(1)2 A(0)3

...
...
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FIG. 1.

6. Convergence theory

Judging from the structure of the integralsF(xl ) in (5.18) and (5.20) and from (5.24) that define the
mW(s)-transformationwe realize that this transformation is simply ageneralized Richardson extrapo-
lation processof the GREP(1) type. (SeeSidi, 1979,2003, Chapter 4.) The convergence and stability
properties of GREP(1) have been studied by the author in different places. A detailed treatment of these
is given inSidi (2003, Chapters 8 and 9). Now,F(x) andψ(x), as functions of thediscretevariable
xl , are exactly of the form discussed inSidi (2003, Chapters 8 and 9). Consequently, the theory of
the latter applies to themW(s)-transformation,and we are able to make definitive statements about the
convergence of themW(s)-transformation.

Notethat, in this section,ψ(xl ) is exactly as in (5.19) for odds, and as in (5.21) for evens. As will
become clear there is a substantial difference between the convergence results pertaining to odds and
those pertaining to evens.

We begin with the following simple lemma, which follows from Lemma3.1and (5.18) and (5.20).

LEMMA 6.1 The error inA( j )
n is given by

A( j )
n − I [ f ] =

D( j )
n
{
xn−1β(x)

}

D( j )
n
{
xn−1/ψ(x)

} , (6.1)

whereβ(x) ∈ A(0) is the function introduced in (5.18) and (5.20).

Theorem6.2concerns the convergence of themW(s)-transformationwhens is odd.

THEOREM 6.2 Let f ∈ B̃(s) as in Definition 2.3, with odds. Let A( j )
n be defined as in (3.10), with

Rl = l asin (3.13). Then the following hold.

1. The column sequences{A( j )
n }∞j =0 (with fixedn) satisfy

A( j )
n − I [ f ] =O

(
ψ(xj )x

−mn−n
j

)
as j → ∞, if k 6 m, (6.2)

A( j )
n − I [ f ] =O

(
ψ(xj +n)x

−mn−n
j

)
as j → ∞, if k > m. (6.3)

2. The diagonal sequences{A( j )
n }∞n=0 (with fixed j ), for all m andk, satisfy

A( j )
n − I [ f ] = O(n−p) asn → ∞, ∀ p > 0. (6.4)

 at T
echnion-Israel Institute of T

echnology on A
pril 15, 2012

http://im
ajna.oxfordjournals.org/

D
ow

nloaded from
 

http://imajna.oxfordjournals.org/


620 A. SIDI

Note that (6.2), (6.3) and (6.4) follow from Theorems 9.3.1, 9.3.2 and 9.4.3, respectively, inSidi
(2003, Chapter 9). Note also that (6.2) and (6.3) are different from each other. Whenk > m, ψ(xj +n)
and ψ(xj ) have entirely different asymptotic behaviour asj → ∞; in fact, limj →∞ ψ(xj +n)/
ψ(xj ) = 0. All of these results can be proved by invoking LemmaA.1 and the asymptotic behaviour of
ψ(xl ) asl → ∞ in (6.1) and recalling (3.12).

Clearly, Theorem6.2 shows that themW(s)-transformationaccelerates the convergence of the
sequence{F(xj )}∞j =0 to I [ f ].

Thenext theorem concerns the convergence of themW(s)-transformationwhens is even.

THEOREM 6.3 Let f ∈ B̃(s) asin Definition 2.3, with evens. Let A( j )
n bedefined as in (3.10), where

liml→∞ yl+1/yl = κ for some constantκ > 0. Then the following hold.

1. The column sequences{A( j )
n }∞j =0 (with fixedn) satisfy

A( j )
n − I [ f ] =O

(
ψ(yj )y

−n
j

)
as j → ∞, if k 6 0, (6.5)

A( j )
n − I [ f ] =O

(
ψ(yj )y

−kn−n
j

)
as j → ∞, if k > 1. (6.6)

The results in (6.5) and (6.6) hold, in particular, when theRl areas in (3.13) (withκ = 1) and
in (3.14) (withκ = σ ). In the case that theRl areas in (3.13), hence,yl = xl for all l , (6.6) for
k > m can be improved to read

A( j )
n − I [ f ] = O

(
ψ(xj +n)x

−mn−n
j

)
as j → ∞, if k > m. (6.7)

2. Whenk 6 0, if ε + σ j arereal and theRl arechosen as in (3.14), then the diagonal sequences

{A( j )
n }∞n=0 (with fixed j ) satisfy

A( j )
n − I [ f ] = O

(
e−pn) asn → ∞, ∀ p > 0. (6.8)

Proof. We proceed through Lemma6.1. For simplicity, assume that everything is real. (The proof of the
complex case can be achieved in the same way, although with some extra effort.) First, by the fact that
β(x) satisfies (5.22) we have

xn−1β(x) = N(x)+Δ(x), N(x) =
n−1∑

i =0

βi x
n−i , Δ ∈ A(−1).

SinceN(x) is a polynomial of degreen − 1 there holdsD( j )
n {N(x)} = 0. Therefore,

D( j )
n

{
xn−1β(x)} = D( j )

n {Δ(x)
}

=
1

n!
Δ(n)(ξ j,n) for someξ j,n ∈ (yj , yj +n).

HereΔ(n)(x) is thenth derivative ofΔ(x). ButΔ(n) ∈ A(−1−n). Therefore,

D( j )
n

{
xn−1β(x)

}
= O

(
ξ−n−1

j,n

)
= O

(
y−n−1

j

)
as j → ∞, (6.9)

since limj →∞(yj +i /yj ) exists for all finitei .
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We now turn to the proof of (6.5). Whenk 6 0, ψ(x) = xωb(x), b ∈ A(0) strictly, by (5.15) and
(5.21). Hence,xn−1/ψ(x) = xn−1−ω/b(x) ≡ w(x), w ∈ A(n−1−ω) strictly. Therefore,

D( j )
n

{
xn−1/ψ(x)

}
= D( j )

n {w(x)} =
1

n!
w(n)(η j,n) for someη j,n ∈ (yj , yj +n).

By the fact thatw(n) ∈ A(−1−ω) strictly, we have

D( j )
n

{
xn−1/ψ(x)

}
∼ Kη−1−ω

j,n ∼ K y−1−ω
j as j → ∞, K > 0 some constant. (6.10)

Substituting (6.9) and (6.10) in (6.1) we obtain (6.5).
To prove (6.6) we need to analyseD( j )

n {xn−1/ψ(x)} for k > 1. Now, by (5.16) and (5.17),

xn−1/ψ(x) = u(x) exp[−φ̂(x)], u(x) ∈ A(n−1−ω) strictly.

Therefore,

D( j )
n

{
xn−1/ψ(x)

}
=

1

n!

dn

dxn

{
u(x) exp

[
−φ̂(x)

]}
|x=η j,n for someη j,n ∈ (yj , yj +n).

It is easy to show, by induction onn, that

dn

dxn

{
u(x) exp

[
−φ̂(x)

]}
= w(x) exp

[
−φ̂(x)

]
, w ∈ A(−1−ω+kn) strictly.

Therefore,

D( j )
n

{
xn−1/ψ(x)

}
= D( j )

n

{
w(x) exp

[
−φ̂(x)

]}

∼ Lη−1−ω+kn
j,n exp

[
−φ̂(η j,n)

]
as j → ∞

∼ Ly−1−ω+kn
j exp

[
−φ̂(η j,n)

]
as j → ∞, L > 0 some constant. (6.11)

Substituting (6.9) and (6.11) in (6.1) we obtain

A( j )
n − I [ f ] = O

(
yω−kn−n

j exp
[
φ̂(η j,n)

])
as j → ∞.

Realizing that exp[̂φ(η j,n)] 6 exp[φ̂(yj )] and invoking (5.16) and (5.21) again we finally obtain (6.6).
The result in (6.7) follows from Theorem 9.4.3 inSidi (2003, Chapter 9), just as that in (6.4) does.
Finally, the result in (6.8) follows from Theorem 8.6.7 inSidi (2003, Chapter 8). (In this case, it is

enough to verify with the help of LemmaA.1 thatx−1
l areprecisely as needed inSidi, 2003.) �

We have kept the stability results out, as we do not wish to go into the precise description of the
issue of stability here. We encourage the reader to consult the relevant theorems and lemmas inSidi
(2003, Chapters 8 and 9). We only state that themW(s)-transformationis stable whens is odd in every
part of Theorem6.2, and this can be proved rigorously. Whenk 6 0, in part 1 of Theorem6.3 the
mW(s)-transformationis unstable withRl asin (3.13) and it is stable withRl asin (3.14). Whenk > m,
in part 2 of Theorem6.3themW(s)-transformationis stable.
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7. Numerical examples

We have applied themW(s)-transformationto many convergent or divergent integrals with integrands
in the classes̃B(s). We have done this with different values ofs and with every possible type of function
in B̃(s). In the case of convergent integrals, in each such application we are able to reach practically
machine accuracy. Less than machine accuracy is achieved for divergent integrals, the achievable accu-
racy depending on the rate at which|F(x)| grows withx. (Note that, when

∫∞
a f (x) dx is divergent the

floating-point errors incurred when computing theF(xl ) tendto infinity asl → ∞, even if theF(xl )

arecomputed to machine accuracy, and this prevents the computed approximationsA( j )
n from achieving

machine accuracy.)
All of the integrals considered here are of the formI [ f ] =

∫∞
0 f (x) dx. We have considered two

classes of functions.

1. The first class contains functions that can be evaluated in quadruple precision (approximately
35 decimal digits). These are combinations of elementary functions, which are already included
in the Fortran language. Such functions enable us to test themW(s)-transformationand the two
implementations given in Section3 to a very high accuracy and draw reliable conclusions from
the relevant numerical results.

2. The second class involves functions, such as Bessel functions of different orders, which are pro-
vided in double precision (approximately 16 decimal digits), by the IMSL library, for example.
Infinite range integrals of such functions have become of some interest lately, as also explained
in Section 1.

In all of our examples below, we have implemented themW(s)-transformationby letting

ψ(xl ) =

{
χ(xl ) if s odd,

xm
l χ(xl ) if s even.

We have takenRl in (3.9) as in (3.13) whens is odd. Whens is even we have takenRl both as in
(3.13) and as in (3.14) (GPS) to illustrate the fact that the former gives convergence but is not very
stable numerically whenk 6 m, while the second gives convergence and is stable numerically. When
using GPS we have takenσ = 1.3 throughout; with this choice ofσ in (3.14) we haveRl = l for
l = 0,1, . . . , 7, andR8 = 9, R12 = 23, R16 = 62, R20 = 175, R24 = 497and so on. In our examples
we have computedA(0)n , n = 0,1, . . . , where theA( j )

n arethe approximations produced by themW(s)-
transformationas in (3.10). Note thatRn + 2 is the number of finite range integralsF(xl ) usedto
obtainA(0)n . Finally, in the tables below, we have defined

En[ f ] =
∣
∣
∣A(0)n − I [ f ]

∣
∣
∣ , n = 0,1,2, . . . .

EXAMPLE 7.1 [k = 0] We have applied themW(s)-transformationswith integrandsf (x) that are of
the form

f (x) =
sinpx cosqx

xr
,

wherep andq arenon-negative integers. Clearly,s = p + q andθ̂ (x) = x for these integrands. Here
we present the numerical results we have obtained for two such integrands:

f1,1(x) =
sin5x

x2
, I [ f1,1] =

5

16
(3log 3− log 5); s = 5,
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f1,2(x) =
sin6x

x2
, I [ f1,2] =

3

16
π; s = 6.

In Table1 we give the numerical results obtained for the integralsI [ f1,1] and I [ f1,2]. We have used
xl =

(
l + 1

2

)
π .

EXAMPLE 7.2 [1 6 k < m] Here we consider functions of the form

f (x; s) = −
d

dx

[
e−x(cosx2)s

]
= e−x

(
cosx2

)s−1 [
cosx2 + 2sx sinx2

]
, I [ f ] = 1.

Of course,m = 2 andk = 1 for f (x; s), and f (x; s) ∈ B̃(s). In addition,θ̂ (x) = x2. We have computed
I [ f2,1] and I [ f2,2], with

f2,1(x) = f (x; 5), f2,2(x) = f (x; 6).

Thenumerical results forI [ f2,1] and I [ f2,2] are given in Table2. We have usedxl =
√
(l + 1)π.

EXAMPLE 7.3 [k = m] For this case we consider the functions

f3,1(x) = e−px sin3x

x
, I [ f3,1] =

1

2
tan−1

{
1

p

}
−

1

4
tan−1

{
2p

p2 + 3

}
; s = 3,

TABLE 1 Errors En[ f1,1] and En[ f1,2] for the integrals of Example7.1

n Rn En[ f1,1] Rn En[ f1,2] Rn En[ f1,2]
4 4 2.38D − 07 4 7.35D − 05 4 7.35D − 05
8 8 8.01D − 13 8 1.33D − 08 9 1.19D − 08

12 12 2.00D − 17 12 3.38D − 13 23 1.05D − 13
16 16 4.28D − 22 16 2.29D − 16 62 5.72D − 19
20 20 4.01D − 27 20 4.18D − 21 175 1.22D − 25
24 24 1.55D − 31 24 6.37D − 23 497 9.14D − 32
28 28 1.47D − 31 28 2.44D − 21
32 32 32 1.32D − 19
36 36 36 4.33D − 17
40 40 40 1.79D − 14

TABLE 2 Errors En[ f2,1] and En[ f2,2] for the integrals of Example7.2

n Rn En[ f2,1] Rn En[ f2,2] Rn En[ f2,2]
4 4 1.90D − 07 4 2.74D − 06 4 2.74D − 06
8 8 2.74D − 13 8 6.06D − 10 9 5.38D − 10

12 12 7.55D − 19 12 2.40D − 15 23 1.13D − 15
16 16 2.74D − 25 16 3.95D − 18 62 2.18D − 21
20 20 5.93D − 31 20 2.64D − 22 175 9.43D − 30
24 24 8.72D − 31 24 3.40D − 24 497 6.01D − 31
28 28 8.72D − 31 28 4.77D − 22
32 32 32 1.48D − 20
36 36 36 3.01D − 18
40 40 40 8.55D − 16
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f3,2(x) = e−px sin4x

x
, I [ f3,2] =

1

8
log

{
p2 + 4

p2

}

+
1

16
log

{
(p2 + 4)2

p2(p2 + 16)

}

; s = 4.

In addition,θ̂ (x) = x.We have chosenp = 0.1 for our computations. The numerical results forI [ f3,1]
and I [ f3,2] are given in Table3. We have usedxl = (l + 1)π.

Thenext examples involve products of Bessel functions.

EXAMPLE 7.4 We now consider the functions

f (x; s) = [ J0(x)]
s−1J1(x), I [ f ] =

1

s
.

Thiscan be verified by invoking the fact thatJ ′
0(x) = −J1(x). Of course, for these integrals,m = 1 and

k = 0 and f (x; s) ∈ B̃(s). In addition,θ̂ (x) = x. We have computedI [ f4,1] and I [ f4,2], with

f4,1(x) = f (x; 9), f4,2(x) = f (x; 10).

Thenumerical results forI [ f4,1] and I [ f4,2] are given in Table4. We have usedxl =
(
l + 1

2

)
π .

TABLE 3 Errors En[ f3,1] and En[ f3,2] for the integrals of Example7.3

n Rn En[ f3,1] Rn En[ f3,2] Rn En[ f3,2]
4 4 1.68D − 07 4 9.47D − 04 4 9.47D − 04
8 8 1.01D − 13 8 1.55D − 06 9 1.31D − 06

12 12 1.79D − 18 12 2.44D − 09 23 1.17D − 10
16 16 1.19D − 23 16 3.84D − 12 62 3.15D − 18
20 20 4.57D − 29 20 6.03D − 15 175 1.93D − 34
24 24 3.85D − 34 24 9.49D − 18 497 5.78D − 34
28 28 0.00D + 00 28 1.49D − 20
32 32 32 2.35D − 23
36 36 36 6.35D − 25
40 40 40 4.38D − 24

TABLE 4 Errors En[ f4,1] and En[ f4,2] for the integrals of Example7.4

n Rn En[ f4,1] Rn En[ f4,2] Rn En[ f4,2]
4 4 4.41D − 12 4 1.48D − 12 4 1.48D − 12
8 8 5.55D − 17 8 1.39D − 17 9 2.36D − 16

12 12 8.33D − 17 12 1.95D − 14 23 1.39D − 17
16 16 1.11D − 16 16 4.34D − 13 62 9.71D − 17
20 20 9.71D − 17 20 4.15D − 12 175 4.16D − 17
24 24 9.71D − 17 24 4.85D − 09 497 5.55D − 17
28 28 1.39D − 16 28 2.70D − 07
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EXAMPLE 7.5 We now consider

f5,1(x)= x[ J0(x)]
3, I [ f5,1] =

2

π
√

3
; s = 3,

f5,2(x)= x2[ J0(x)]
2J1(x), I [ f5,2] =

4

3π
√

3
; s = 3.

Herem = 1, k = 0 and θ̂ (x) = x. Of these integralsI [ f5,1] is convergent, whileI [ f5,2] is divergent
but defined in the sense of Abel summability. Actually,I [ f5,2] can be obtained usingI [ f5,1] as follows.
Integrating by parts we obtain

I [ f5,2] =
∫ ∞

0
x2[ J0(x)]

2J1(x) dx = −
1

3
x2[ J0(x)]

3|∞0 +
2

3

∫ ∞

0
x[ J0(x)]

3 dx

=
2

3

∫ ∞

0
x[ J0(x)]

3 dx =
2

3
I [ f5,1]

sincex2[ J0(x)]3 vanishes atx = 0 and it behaves likex1/2(Aeix + B e−ix)3 + o(1) asx → ∞, and
thus makes no contribution to the Abel sum ofI [ f5,2]. The numerical results forI [ f5,1] and I [ f5,2] are
given in Table5. We have usedxl =

(
l + 1

2

)
π .

EXAMPLE 7.6 Next we consider

f (x; λ) = x−λ[ J0(x)]
2, I [ f ] =

Γ (λ)Γ
(

1−λ
2

)

2λΓ
(

1+λ
2

) , 0< <λ < 1; s = 2.

Again, m = 1 andk = 0 andθ̂ (x) = x. The constraints<λ < 1 and<λ > 0 guarantee thatf (x)
is integrable atx = 0 andx = ∞, respectively. For<λ < 0, f (x) is integrable partly in the sense of
Abel summability and partly in the sense of Hadamard finite part, as explained at the end of Section4.
In fact, I [ f ] can be continued analytically to the wholeλ-plane exceptλ = −2i andλ = 2i + 1,
i = 0,1, . . . , where it has simple poles. Since, in our method, we need to compute the finite range
integralsF(x) =

∫ x
0 f (x) dx, we cannot work with those values ofλ for which <λ > 1. We can,

however, work with those for which<λ 6 0. In this example, we consider

f6,1(x) = f
(

x;−1
2

)
, f6,2(x) = f

(
x;−3

2

)
.

TABLE 5 Errors En[ f5,1] and En[ f5,2] for the integrals of Example7.5

n Rn En[ f5,1] En[ f5,2]
4 4 3.97D − 06 2.01D − 05
8 8 2.57D − 11 1.11D − 10

12 12 3.89D − 16 7.49D − 16
16 16 7.22D − 16 2.75D − 15
20 20 6.11D − 16 7.91D − 15
24 24 8.33D − 16 1.12D − 14
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We have usedxl =
(
l + 1

2

)
π . The numerical results forI [ f6,1] and I [ f6,2] are given in Table6. This

example shows that themW(s)-transformationis an effective tool for analytic continuation as well.

The only case not tested by example so far is that withk > m. The next example does this testing
with an integrand iñB(2) involving Bessel functions.

EXAMPLE 7.7 [k > m] We apply themW(s)-transformationto the integral

f7(x) = xe−px2/2[ J0(x)]
2, I [ f7] =

1

p
exp(−1/p)I0(1/p); s = 2.

Here I0(x) is the modified Bessel function of order zero of the first kind. Note that 2= k > m = 1
for f7(x). For our computations we have chosenp = 0.02. We have applied themW(s)-transformation
with Rl asin both (3.13) and (3.14). We have also usedxl =

(
l + 1

2

)
π . The numerical results forI [ f7]

aregiven in Table7. Note that, in this case, both choices of theRl arevery effective. This should be
contrasted with the cases in whichs is even andk 6 m.

EXAMPLE 7.8 Before ending this section we would like to study the case given in Example4.2, as this
case is somewhat unusual. Clearly, the integral off (x) can be computed by themW(2)-transformation
preciselyas described earlier. It can also be computed at much smaller cost by taking into account the
special structure off (x), however. Recall thatf (x) has the form

f (x) = U+(x) exp
[
2îθ(x)

]
+ U−(x) exp

[
−2îθ(x)

]
,

whereU± have the same structure as theU j in (4.4). Thus,f (x) is purely oscillatory. Actually,f (x) ∈
B̃(1), with the functionθ̂ (x) in (4.4) replaced by 2̂θ(x), and its integral can be computed with high
precision and stably by using themW(1)-transformation,despite the fact thats = 2 (even) in this case
to begin with. For this we choose thexl asthe roots of the polynomial equations 2θ̂ (x) = (q + l )π or
2̂θ(x) = (q + l + 1

2)π , l = 0,1, . . . , whereq is an integer for whichx0 is the smallest zero greater than

TABLE 6 Errors En[ f6,1] and En[ f6,2] for the integrals of Example7.6

n Rn En[ f6,1] Rn En[ f6,1] Rn En[ f6,2] Rn En[ f6,2]
4 4 1.86D − 03 4 1.86D − 03 4 1.10D − 01 4 1.10D − 01
8 8 1.41D − 08 9 1.51D − 08 8 3.99D − 04 9 3.79D − 04

12 12 2.74D − 07 23 1.50D − 09 12 7.63D − 06 23 1.04D − 07
16 16 6.82D − 05 62 3.90D − 09 16 4.83D − 03 62 5.33D − 07
20 20 1.62D − 02 175 3.11D − 10 20 1.66D + 00 175 3.51D − 07
24 24 6.02D − 01 497 1.46D − 08 24 4.98D + 01 497 1.59D − 05

TABLE 7 Errors En[ f7] for the integrals of Example7.7

n Rn En[ f7] Rn En[ f7]
4 4 4.46D − 03 4 4.46D − 03
8 8 2.38D − 08 9 9.72D − 09

12 12 5.42D − 14 23 0.00D + 00
16 16 1.33D − 15 62 1.78D − 15
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A USER-FRIENDLY EXTRAPOLATION METHOD FOR INFINITE OSCILLATORY INTEGRALS 627

a of sin[2̂θ(x)] and of cos[2̂θ(x)], respectively. Now we proceed by choosingRl = l , instead ofRl =
max{maxbσRl−1c, l } with R0 = 0. This applies to functions of the formf (x) = W(x)Jν(x)Yν)(x), as
discussed in Example4.2.
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Appendix A

In this appendix we give the complete asymptotic analysis ofR(xl ) andΔφ̂(xl ) as l → ∞, and
deduce the asymptotic behaviour ofS(xl ) that is required in Section5. Since everything depends on
the asymptotic behaviour ofxl as l → ∞ we review this topic and its consequences first. Before
doing that we recall thatxl is the largest real solution of the polynomial equationsθ̂ (x) = (q + l )π or
θ̂ (x) = (q + l + 1

2)π , whereθ̂ (x) =
∑m−1

i =0 μi xm−i , μ0 > 0.
In the sequel,T(l ) will denotegenericallyany function ofl that has a convergent expansion for all

largel or an asymptotic expansion asl → ∞, of the form
∑∞

i =0 τi l
−i /m, with τ0 = 1. Let us denote the

class of such functions byT . It is easy to show that ifT1(l ) andT2(l ) aretwo such functions inT , then
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628 A. SIDI

T3(l ) ≡ [T1(l )] p[T2(l )]q is also inT , for any p andq, whether integer or not. In the sequel, we express
this generically in the form [T(l )] p[T(l )]q = T(l ).

Thefollowing lemma is Lemma 3.4 inSidi (1988).

LEMMA A.1 As a function ofl , and for sufficiently largel , xl hasthe convergent expansion

xl =
∞∑

i =0

ai l
(1−i )/m = a0l 1/mT(l ), a0 =

(
π

μ0

)1/m

> 0. (A.1)

Thus,we also have

xl+1 =
∞∑

i =0

a′
i l
(1−i )/m; a′

i = ai , 06 i 6 m − 1, a′
m = am +

a0

m
, (A.2)

xp
l+1 − xp

l = ã(p)0 l−1+p/mT(l ), ã(p)0 =
p

m
ap

0 ∀ p, (A.3)

xl+1

xl
= 1 +

1

m
l−1T(l ) ⇒

(
xl+1

xl

)ω
= 1 +

ω

m
l−1T(l ) ∀ω. (A.4)

First, note that the convergent series in (A.1) representsxl asymptoticallyas l → ∞ as well. As
mentioned earlier we can also choose the sequence{xl } suchthat xl hasa not necessarily convergent
asymptotic expansion of the form

xl ∼
∞∑

i =0

ai l
(1−i )/m asl → ∞ ⇒ xl = a0T(l ). (A.5)

Whetherxl satisfies(A.1) or (A.5), xl ∼ a0l 1/m asl → ∞. Therefore, a functionP(l ) that has a
convergent or asymptotic expansion (asl → ∞) of the forml κ/m∑∞

i =0 di l−i /m, whered0 6= 0 andκ
is an integer, also has a convergent or asymptotic expansion (asxl → ∞) of the formxκl

∑∞
i =0 ei x

−i
l ,

wheree0 = d0/aκ0 6= 0. This can be seen easily in the case that thexl aresolutions of the polynomial
equationsθ̂ (x) = (q + l )π or θ̂ (x) =

(
q + l + 1

2

)
π ; in these cases,l is a polynomial inxl and

substitutingthis polynomial in the seriesl κ/m∑∞
i =0 di l−i /m andre-expanding in negative powers ofxl

(sincexl → ∞ asl → ∞) we obtain the expansionxκl
∑∞

i =0 ei x
−i
l . This last point will be of help in

reaching our final conclusions aboutS(xl ).
Makinguse of LemmaA.1, we can now go on to analyse the quantitiesR(xl ),Δφ̂(xk) andS(xl ) as

l → ∞.
Asymptotics of R(xl ) SinceG(x) is strictly in A(0) it satisfiesG(x) ∼

∑∞
i =0 ci x−i asx → ∞, c0 6= 0.

Therefore,G(xl ) = c0T(l ). Consequently, if cr is the first nonzeroci following c0, then, by (A.3)

G(xl+1)− G(xl ) ∼
∞∑

i =0

ci

(
x−i

l+1 − x−i
l

)
= −

rcr

mar
0
l−1−r/mT(l ), r > 1,

andhence
G(xl+1)

G(xl )
=

G(xl+1)− G(xl )

G(xl )
+ 1 = 1 −

r cr

mc0ar
0
l−1−r/mT(l ). (A.6)
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Combining(A.4) and (A.6) in (5.12) we obtain

R(xl ) =
[
1 +

ω

m
l−1T(l )

][
1 −

r cr

mc0ar
0
l−1−r/mT(l )

]

= 1 +
ω

m
l−1T(l ). (A.7)

Asymptoticsof exp
[
Δφ̂(xl )

]
To begin there are two cases to consider.

1. Whenk 6 0 we have that̂φ(x) ≡ 0, and therefore,Δφ̂(xl ) = 0 and

exp
[
Δφ̂(xl )

]
≡ 1 ∀ l . (A.8)

2. Whenk > 0, by (A.3), we have

Δφ̂(xl ) =
k−1∑

i =0

λi

(
xk−i

l+1 − xk−i
l

)
=

k−1∑

i =0

λi
k − i

m
ak−i

0 l−1+(k−i )/mT(l ).

Consequently,

Δφ̂(xl ) = Cl−1+k/mT(l ), C =
k

m
λ0ak

0 < 0 sinceλ0 < 0. (A.9)

Thebehaviour of exp[Δφ̂(xl )] varies depending on whether 16 k < m or k = m or k > m.

(a) When 16 k < m, liml→∞Δφ̂(xl ) = 0. As a result,

exp
[
Δφ̂(xl )

]
= 1 + Cl−1+k/mT(l ). (A.10)

(b) Whenk = m, (A.9) becomes

Δφ̂(xl ) = CT(l ) = C + Dl−i /mT(l ) for somei > 1 andD 6= 0.

Since liml→∞ l−i /mT(l ) = 0 there holds

exp[Dl−i /mT(l )] = 1 + Dl−i /mT(l ).

Therefore,with C as in (A.9),

exp
[
Δφ̂(xl )

]
= eC exp

[
Dl−i /mT(l )

]
= eC

[
1 + Dl−i /mT(l )

]

for someD 6= 0 and integeri > 1. (A.11)

(c) Whenk > m we have liml→∞Δφ̂(xl ) = −∞ sinceC < 0 by (A.9). As a result, liml→∞
exp[Δφ̂(xl )] = 0, which implies that exp[Δ̂φ(xl )] has an empty asymptotic expansion,
meaning that it tends to zero faster than any negative power ofl asl → ∞, that is,

exp
[
Δφ̂(xl )

]
= O(l−p) asl → ∞, ∀ p > 0. (A.12)
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Asymptoticsof S(xl ) Combiningthe above we have the following results forS(xl ).

1. Whenk 6 0,

S(xl ) = R(xl ) = 1 +
ω

m
l−1T(l ). (A.13)

2. When 16 k < m,

S(xl ) =
[
1 +

ω

m
l−1T(l )

][
1 + Cl−1+k/mT(l )

]
= 1 + Cl−1+k/mT(l ). (A.14)

3. Whenk = m there exists a constantM 6= 0 and an integerκ > min{i,m} such that

S(xl ) = eC
[
1 +

ω

m
l−1T(l )

][
1 + Dl−i /mT(l )

]
= eC + Ml−κ/mT(l ). (A.15)

4. Whenk > m,

S(xl ) = O(l−p) asl → ∞, ∀ p > 0. (A.16)

In our treatment of the quantities [S(xl ) ± 1] below we also recall the fact that a functionP(l ) that
has a convergent or asymptotic expansion (asl → ∞) of the forml κ/m∑∞

i =0 di l−i /m, whered0 6= 0 and
κ is an integer, also has a convergent or asymptotic expansion (asxl → ∞) of the formxκl

∑∞
i =0 ei x

−i
l ,

wheree0 = d0/aκ0 6= 0.

A.1 [S(xl )+ 1] whens is odd

1. Whenk 6 0,

S(xl )+ 1 = 2 +
ω

m
l−1T(l ) ⇒ [S(x)+ 1] ∈ A(0) strictly. (A.17)

2. When 16 k < m,

S(xl )+ 1 = 2 + Cl−1+k/mT(l ) ⇒ [S(x)+ 1] ∈ A(0) strictly. (A.18)

3. Whenk = m,

S(xl )+ 1 =
(
eC + 1

)
+ Ml−κ/mT(l ) ⇒ [S(x)+ 1] ∈ A(0) strictly. (A.19)

4. Whenk > m,

S(xl )+ 1 = 1 +O(l−p) asl → ∞, ∀ p > 0 ⇒ [S(x)+ 1] ∈ A(0) strictly. (A.20)

A.2 [S(xl )− 1] whens is even

1. Whenk 6 0,

S(xl )− 1 =
ω

m
l−1T(l ) ⇒ [S(x)− 1] ∈ A(−m) strictly. (A.21)
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2. When 16 k < m,

S(xl )− 1 = Cl−1+k/mT(l ) ⇒ [S(x)− 1] ∈ A(k−m) strictly. (A.22)

3. Whenk = m, becauseC < 0 and henceeC 6= 1,

S(xl )− 1 =
(
eC − 1

)
+ Ml−κ/mT(l ) ⇒ [S(x)− 1] ∈ A(0) strictly. (A.23)

4. Whenk > m,

S(xl )−1 = −1+O(l−p) asl → ∞, ∀ p > 0 ⇒ [S(x)−1] ∈ A(0) strictly. (A.24)
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